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Preface

Sensor-based measurements and monitoring techniques have been
widely used in electronic patient care systems for a long time. The
concept of wireless-sensor-based patient monitoring using wireless
body area network (WBAN) will bring revolutionary changes in
health care systems. WBAN allows exibility in providing location-
independent and seamless patient monitoring without aecting the
lifestyle of patients. AWBAN system can be deployed at care centers
for elderly people or at homes to look after elderly citizens without
aecting their mobility or activities, thus improving the quality
of life. The WBAN technology has advanced signicantly in the
last decade and gradually moved from the research laboratories to
clinical trials and test environments. In future, WBAN applications
will not remain restricted to the eld of medicine. They will
register their presence in other areas such as sports and training,
military applications, and human safety. This book covers a range
of topics on the WBAN technology, introduced in a manner that
will be suitable for a broad range of readers. The book will be
a key resource for medical ICT (information and communication
technology) professionals, biomedical engineers, and graduate
and senior undergraduate students in computer, electronic, and
biomedical engineering.

This book discusses the current state of the art by focusing on
the latest research and new design and development methodologies
related to theWBAN technology. The book systematically introduces
basic concepts, hardware, software and system design techniques,
and various WBAN algorithms for wearable and implantable
sensor applications. It also discusses some potential applications
of WBAN in the eld of e-health. Low-cost electronics and o-the-
shelf consumer electronics-based wireless embedded systems are



xviii Preface

introduced, which can be used to design basic low-cost wireless
body area networks.

The book oers a comprehensive review of WBAN design,
development, and deployment techniques. All chapters are written
by leading experts in their elds. The contributions by the
authors focus on applications of wireless body area networks,
implementation, channel modeling, signal transmission around and
in the body, antenna design, in-body communication, and hardware
implementation of body sensors and nodes. Chapter 1 starts with an
introduction to the WBAN to help readers understand the topic and
the associated basic techniques. The next three chapters concentrate
on the implementation of WBAN in clinical environments. Chapter
2 discusses clinical applications of WBAN, followed by discussions
on the cardiac arrhythmias monitoring in Chapter 3. Human bio-
kinematic monitoring using body area networks is described in
Chapter 4. Ambulatory healthmonitoring applications are presented
in Chapter 5. Hardware design, developments, and architectures are
given in Chapter 6. Chapter 7 presents an overview of hardware
implementation for the ambulatory health monitoring systems.

The design of sensor front-end circuits to detect biological
signals is described in detail in Chapter 8. Network architecture and
medium access control techniques used to design sensor networks
are discussed in Chapter 9. Chapter 10 discusses the power man-
agement techniques for wireless body area networks. Chapter 11
concentrates on the radio transmission channel modeling for body-
centric wireless communications. Chapter 12 focuses on antenna
design and signal propagation techniques for WBAN applications.
The eect of interference from other electronic systems such as Wi-
Fi and microwave ovens could inuence the performance of WBAN;
these issues are discussed in Chapter 13. Implanted communication
systems have been dealt with in Chapter 14. Chapter 15 describes
the design of implantable devices that could form a sensor network
by connecting with the on-body wireless nodes. The ultra-wideband
(UWB) technology for both wearable and implantable WBAN
applications is studied in the last chapter, Chapter 16.

We hope that this book will be a key resource for researchers
and students who are working in this emerging area of the medical
technology. Considering the rapid progress in the area, we rmly
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believe that the wireless body area network technology will play
important roles in future health care and associated areas. Finallywe
would like to thank all the authors for their excellent contributions,
which enabled us to develop a key book on wireless body area
network. We also thank the publisher for delivering an important
book in a timely manner for one of the most important technologies
in this century.

Mehmet R. Yuce
Jamil Y. Khan
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Chapter 1

Introduction to Wireless
Body Area Network

Mehmet Rasit Yucea and Jamil Y. Khanb
aDepartment of Electrical and Computer Systems Engineering,
Monash University, Clayton, VIC 3800, Australia
bSchool of Electrical Engineering and Computer Science,
The University of Newcastle, Callaghan, NSW 2308, Australia
Mehmet.Yuce@monash.edu; Jamil.Khan@newcastle.edu.au

1.1 Introduction

Recent advances in wireless technologies and ICT (information and
communication technology) systems are enabling the health care
sector to eciently administer and deliver a range of health
care services. Advanced ICT systems will be able to deliver health
care services to patients not only in hospitals and medical centers,
but also in their homes and workplaces, thus oering cost savings
and improving the quality of life of patients. For example, Internet
is currently available almost everywhere in dierent forms, using
either cable or wireless networking technologies. With the advance-
ment of mobile and satellite communication technologies alongwith
broadband communication techniques, e-health services can be de-
livered anywhere at any time. Especially, when wireless devices are

Wireless Body Area Networks: Technology, Implementation, and Applications
Edited by Mehmet R. Yuce and Jamil Y. Khan
Copyright c© 2012 Pan Stanford Publishing Pte. Ltd.
ISBN 978-981-4316-71-2 (Hardcover), ISBN 978-981-4241-57-1 (eBook)
www.panstanford.com



2 Introduction to Wireless Body Area Network

integrated with sensors, it is possible to acquire and monitor
human signals at any environment at any time. Hence, Internet
can be used as a major tool to deliver e-health services to both
developing and developed countries. E-health services can take
advantages of wireless body area network (WBAN), which can
act as an enabling technology. WBAN systems could oer great
advancement for a ubiquitous health care, which has the potential to
improvemany aspects of everyday living leading to improved quality
of life of many patients. Telemedicine and e-health services could
oer several signicant advantages, including speedup of diagnosis,
therapeutic care for emergencies, oering specialist services to
remote and rural locations, and supporting patients’ mobility and
lifestyles [1].

A WBAN monitors physiological signals from some tiny sensors
with wireless transmission capability placed either inside or around
a person’s body, which are used to collect important health data
of a person during a particular activity — medical or sport or
training-related activities. These nodes form a network between the
sensors and a control device. Figure 1.1 shows a generic WBAN
application scenario. Basically, a WBAN system consists of a number
of tiny sensor nodes and a gateway node used to connect them to
remote locations (i.e., hospital, call center) as shown in Fig. 1.1.
In literature, a number of dierent terminologies or names have
been used for the gateway device; mainly terminologies such
as body control unit (BCU) or central control unit (CCU) or
personnel control unit (PCU) are used. The gateway device can be
a smart phone or any portable device that can aggregate collected
sensor data and forward them to remote stations. The gateway
node can connect the sensor nodes to a range of communication
networks. These communication networks can be either a standard
telecommunication network, mobile/wireless network, a dedicated
medical center/hospital LAN (local area network) or a public WLAN
(wireless local area network) hotspot, commonly known as the
Wi-Fi.

A WBAN allows a user to store collected data in his/her PDA
(personal digital assistant) or iPod or any other portable devices
and then transfer those information to a suitable computer when a
communication link is available. Future applications of WBAN could
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Figure 1.1. A wireless body area network scheme.

introduce numerous possibilities to improve health care and sports
training facilities. In recent years, the WBAN concept has attracted
the attention of medical and ICT researchers. Standard ICT systems
are already in use in medical areas mostly related to patient record
keeping and scheduling tasks. Some ICT systems or equipment are
used to collect patient physiological data for treatments mainly
using on-site wired equipment. The main drawback of the current
system is the location specic nature of the system due to the
use of xed/wired systems. Introduction of WBANs opens up new
possibilities in patient care and monitoring using e-health and tele-
health systems. Another major area of health care where the WBAN
will nd its application is the aged care, where the quality of life
of elderly people can be signicantly improved if the health of
older people is invasively monitored and appropriate health care is
provided.
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1.2 Applications

With the widespread use of portable devices such as mobile
phones, pagers, PDAs, MP3 players, etc., the concept of collecting
personal data in those devices becomes more realistic. In 1996,
T. G. Zimmerman studied how such electronic devices operate on
and near the human body. He used the term wireless personal area
network (PAN) [2]. He characterized the human body and used it
as a communication channel for intra-body communications. Later
around 2001, the term PAN was modied to body area network
(BAN) to represent all the applications and communications on, in,
and near the body [3]. One of the most attractive applications of
BAN is inmedical environment tomonitor physiological signals from
patients [4].

In recent years, interest in the application of WBAN has grown
signicantly. According to ABIresearch (Allied Business Intelligence
Inc.), “Themarket for wireless devices thatmonitor patients’ condition
and report that data to health care providers is on the verge of
explosive growth, according to a new study from ABI Research. Over
the next few years, it will show a remarkable 77% compound annual
growth rate (CAGR) resulting in global revenue of almost $950 million
in 2014” [5]. A WBAN based on low-cost wireless sensor network
technology can signicantly enhance patient monitoring systems
in hospital, residential, and work environments. A WBAN system
allows easy internetworking with other devices and networks,
thus oering health care workers easy access to a patient’s
critical as well as non-critical data without or minimal manual
intervention.

Currently many service providers use very basic manual/semi-
automatic remote patient monitoring systems. Most of the current
systems use the standard telephone network where a patient
could send some medical data by manually connecting a medical
sensor to its body that sends information via telephone networks.
Various companies or service providers oer these services. AMAC
(American Medical Alert Corp.) provides a system called health
buddy, which allows patients to send medical data to health care
professionals remotely [6]. Such a system requires manual interven-
tion. According to the leading technology company Frost & Sullivan,
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it is expected that the remote patient monitoring technology will be
deployed in the near future to provide the followingmedical services
[7]:

• Cardiac care
• Diabetes
• Pulmonary diseases
• Pharmaceutical compliance
• Mental health
• Co-morbidities and others

Various medical equipment vendors have started to produce
remote tele-health equipment to support remote patient monitoring
services. One of the examples of such equipment is the TeleStation
produced by Philips [8]. The TeleStation unit acts as a hub that
connects to other physiological data collection devices such as
weighting scale, blood pressure and pulse cu, ECG/rhythm strip
recorder and the pulse oximeter. The TeleStation collects all the
measurements from dierent units and sends those data over
the telephone line to a Philips database server. The TeleStation
can also receive instructions from physicians and/or health care
workers. Physicians or health care workers can request more data
from patients to study or analyze their condition. The TeleStation
can be seen as a gateway of a basic WBAN, which comprises
measurement devices. The TeleStation solution is still not a true
WBAN because in this case, patients have to carry out manual
measurements using standard equipment, whereas in a true WBAN
wewould expect sensors attached to a human body to automatically
collect physiological data and transmit them over communication
interfaces. Also, the TeleStation is only capable of transmitting data
over a phone line only and doesn’t support mobility because of the
use of bulky measurement equipment.

Recently a European vendor Broek op Langedijk of the Nether-
lands has developed the RS TechMedic, a portable cardiac monitor
[9]. The unit has an internal GSM mobile phone interface as well
as Bluetooth class I and USB connections. Such devices and systems
are yet to conform toWBAN requirements; however, the trend in the
tele-health/e-health sector is moving towards WBAN applications.
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Aged care is one of the prime areas of WBAN applications. Aging
population, shortage of medical sta, and high demand of hospital
resources are problems faced in many countries around the world.
A wireless medical sensor network facilitates remote monitoring
system, which allows the medical and health sta to detect early
symptoms of any illness or even they can use those medical data
to alter medications or care pattern. Timely medical intervention
signicantly improves a patient’s chances of recovery. WBAN-based
solution will provide invasive, mobile, and cost eective services for
the above applications.

AWBAN-basedmonitoring system can also be extended tomoni-
tor athletes’ performance to assist them in their training activities.
Using sensor nodes, a trainer can get both on and o the track
performance data. For example, for a cricketer or a tennis player,
movement of arms and body postures are very important for their
success. In this case, a trainer can obtain data from a player via a
WBAN and store those data in computers for further analysis.

Another exciting application of WBAN is in space and military
applications. With wireless and wearable sensors, the conditions
and status of astronauts and soldiers can also bemonitored. Military
applications of WBAN have dierent operating environments. In
the case of military application, a WBAN will be formed around a
soldier’s body by interconnecting various sensors, equipment, and
perhaps with dierent communication devices [10]. In future, de-
ployment of WBAN may not only be limited to medical applications
but may also be extended to many other applications, including
training, industrial safety, military and other logistic applications.
Applications of WBANs to help disabled persons could be another
major application. It is worthwhile to mention here that a WBAN is
a special purpose sensor network; hence, it is possible for a WBAN
to accomplish a range of tasks. Further research and development
work is necessary to develop future WBAN applications.

1.3 Wireless Personal Area Network (WPAN)/Wireless
Local Area Network (WLAN)

Wireless personal and local area networks are low power, short
range wireless networks used to establish small size networks
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Table 1.1. Wireless technologies for short-range data communications

Frequency DataRate Range Standard Transmission

Band Power

Bluetooth 2.4 GHz Up to 1 Mbps 1–100 m IEEE 802. 15.1, 1–100 mW

WPAN

ZigBee 2.4 GHz Worldwide Up to 250 kbps 0–10 m IEEE 802. 15.4 1–10 mW

868/915 Europe/US WPAN

Wi-Fi 2.4 GHz , 5 GHz Up to 400 Mbps 300 m IEEE802.11(b/g/n) 250–1000 mW

6LoWPAN 2.4 GHz 250 kbps ∼ 30m IEEE802.15.4/IETF ∼ 10mW

to exchange data. Using these technologies, it is possible to
develop low-cost, small-size communication networks to support
many applications, including WBAN applications. Table 1.1 lists
some of the current available wireless technologies that could be
used to develop small-scale wireless sensor networks for various
applications. Bluetooth, ZigBee, and 6LoWPAN systems have mainly
been optimized for short range (10 m) communication transmitting
at low power to connect sensors and control nodes. Wi-Fi devices
are generally used for long-range applications and thus consume
more energy due to higher transmission power. In addition, board
dimensions of the wireless platform for Wi-Fi links are larger.

Most of the current WBAN systems tend to use commercially
available WPAN platforms such as ZigBee and Bluetooth as sensor
nodes of a WBAN system. Bluetooth technology can be used to
communicate with new smart phones. It will be important for future
systems to evaluate their designs for multi-patient environment,
especially devices using a wireless platform at 2.4 GHz ISM band due
to the massive presence of other wireless devices and equipment
operating in the same frequency band. Interference from other
devices operating in the ISM band could reduce the reliability of
WBANs.

With the arrival of new smart phones (e.g., iPhones), PDAs , and
other pervasive wireless devices (iPods, iPads), it is now possible
to use many wireless connections to transmit data from anywhere
to the IT unit of a medical center. Smart phones generally have
multiple wireless links, which could be either 2G/3G mobile links
or satellite links orWi-Fi connections to transfer data. Smart phones
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can select the most appropriate link based on availability, quality, or
user preferences.

1.4 Wireless Body Area Network

A body area network is a collection of wireless sensors (i.e., sensor
nodes) placed around or in a human body that are used to exchange
important information from a human body to remote stations.
Although WPAN devices have been used for WBAN applications,
WBAN is a very small-scale network requiring a communication
distance of a few meters between sensors and the control unit. For
most applications, a WBAN node requires a low data transmission
rate as each sensor node will transmit only one physiological signal.
Physiological signals usually occupy small frequency components.
Table 1.2 lists the biological signals that will most likely be the
source of sensors for WBAN applications. Current WPAN standards
are optimized for industrial applications. As an example, ZigBee is
optimized for sensor network applications and Wi-Fi is optimized
for data network with longer transmission ranges. Thus WBAN
systems should be based on a dierent standard, which should be
developed and optimized specically for a short-range low power
sensor network around a body [11]. Figure 1.2 shows the standing
of WBAN among other wireless standards.

In addition to wearable vital signal monitoring sensors (ECG,
temperature, heart rate, etc.), the use of implanted sensors is also

Figure 1.2. Wireless standards. See also Color Insert.
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Table 1.2. List of biosensors

Wearable Sensors Implantable

Electrocardiogram (ECG) Pacemaker

Heart Rate Cochlear Implants

Electromyography (EMG) Implantable debrillators

Electroencephalogram (EEG) Wireless capsule endoscope (Electronic Pill)

Temperature Electronic pill for drug delivery

Pulse oximeter Deep brain stimulator

Blood pressure Retina implants

Oxygen, pH value

Glucose sensor

Movement (accelerometer)

increasing. Some examples arewireless capsule endoscope, cochlear
implant, and implantable debrillators. Among the biosensors
listed in Table 1.2, except for retina implants and electronic pills,
the remaining sensors require low data transmission rates. The
electronic pill requires the highest data transmission rate, around
10 Mbps, to transmit good quality video from inside the body to a
monitoring device.

In order to monitor the inner organs as well as the status of
medical implants such as pacemakers and debrillators, a frequency
around 400 MHz has been used as a popular transmission band for
recent systems [12]. To treat a large number of patients wearing
implanted systems in the same environment (e.g., hospital), a
reliable wireless networking is required tomonitor and dierentiate
each individual implanted device and patient. Thus implanted
wireless nodes in a patient’s body should form a wireless body
area network so that one or more implanted devices inserted in
the bodies of a number of patients in a hospital environment can
be controlled with minimum complexity. It is quite possible that for
some applications both implantable and wearable sensors form a
WBAN system.

AWBAN ismostly likely to incorporatewearable and implantable
nodes operating in two dierent frequencies. An implantable node
is most likely to operate at 400 MHz using the MICS (Medical
Implantable Communication Service) band, whereas the wear-
able node could operate in ISM/UWB (Instrumentation Scientic
Medical/Ultra Wide Band) or some other specic bands [13].
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Both implantable and wearable sensor nodes require the use of
a gateway-body control unit (BCU) to communicate with remote
monitoring stations as depicted in Fig. 1.1.

A WBAN system can interface with or accommodate dierent
wireless platforms. As an example, a multilink WBAN can have
multiple wireless links. Multiple wireless links could consist of the
standard ZigBee or Bluetooth to cover WPAN areas and a 802.11
based Wi-Fi link to cover a larger transmission range possibly to
connect to a remote station or a database server [14, 15]. Dierent
congurations of WBAN nodes are illustrated in Fig. 1.3.

Using WBAN nodes after obtaining raw data from a human body,
sensor nodes transmit those data to the control device — BCU

Figure 1.3. Wireless body area network implementation scenarios:
(a) single WBAN node, (b) a WBAN node with multiple bodies, and
(c) multiple WBAN nodes. See also Color Insert.
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— over a short-distance wirelessly using one of the short-range
wireless systems. The control device can be placed on the body
like a mobile phone as shown in Fig. 1.3a, or it can be placed at
an accessible location. Most suitable technologies for this link are
ZigBee, Bluetooth, 6loWPAN, and WMTS. The main task of the BCU
is to transfer data to a PC or to a smart phone. Wireless technologies
used on this segment (BCU to PC or to an Internet device) could
be a mobile communication network, a satellite link, or a Wi-Fi
link. When the Internet is used, the data collected at this PC can be
transferred to remote stations in remote medical centers across the
network.

As described in Fig. 1.3, the collected sensor data can easily
be transferred to remote stations (i.e., medical centers) with the
existing wireless and information technology infrastructures such
as satellite, mobile communication system, Internet, etc. Accessing
the medical data of injured people through Internet is an eective
solution at the moment, which will allow medical professionals at
the hospital to collect and evaluate data while patients are being
transferred to the hospital in an emergency vehicle. If provisioned,
these data can also be accessed outside the emergency areas as they
will be made available online.

The control device will be similar to smart phones we use
in our daily life to receive and monitor the data obtained from
sensors. They will be like minicomputers, which will most likely be
connected via a wireless technology such as Bluetooth, Wi-Fi, 3G/2G
networks or the satellite (VSAT: very small aperture terminal).
These technologies oer exible communication links that can be
congured to send data from medical sensors to remote medical
centers (second wireless link in Fig. 1.1 and Fig. 1.3), which can
be accessed by medical professions at any time. The BCU can be
attached to the body as a wristwatch or around belt.

The rst scenario sharing a single WBAN node can be used
for home care where there is need for only one body monitoring.
Scenarios presented in Fig. 1.3a,b can be used at a disaster area, in
emergency rooms in hospitals, and in ambulance while patients are
taken to the hospital.

Above discussion shows that WBAN is a specialized sensor
network with denite application requirements. For the commercial
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deployment of WBANs, it is necessary to develop an industrial
standard by considering its dierent application scenarios and
requirements.

1.5 Design Requirements

Design of miniaturized, low-power, reliable, and wearable sensor
node devices is the key requirement of a WBAN design. A WBAN
is a special purpose wireless sensor network designed to transmit
data within a very short distance. The quality of service (QoS) of
a WBAN will depend on applications, which are primarily medical
applications. As discussed earlier, WBANs could be used in other
applications such as sports training, rehabilitation purposes, or
military applications where the QoS will be dictated by the nature
of those applications. For medical applications where the source
of information is physiological signals such as heart rate, blood
pressure, ECG, etc., the system generally demands low latency
and high reliability. Also, most of the physiological signal sources
produce shorter data bursts at a regular sampling frequency. Hence,
a WBAN transmission data rate requirement is low to medium for
each connection. However, one should keep in mind that a WBAN
will comprise multiple sensor nodes where data transmission
should be coordinated by using a reliable and ecient medium
access control protocol [4]. Whatever may be the application of a
WBAN, the main design requirement of a WBAN is to develop a
short-range and reliable wireless sensor network.

A WBAN may need to send data over a longer distance or
may need to support mobility. The range of a WBAN can be
extended by using a multi-hop network using a gateway or a router,
which could connect a WBAN to external networks. The range
of a WBAN network should not aect the sensor node designs
because the gateway will be responsible for seamless long distance
services; hence, a modular design approach should be taken when
a long distance WBAN application design is developed. Similarly,
the mobility feature of a WBAN will be taken care by the gateway
or a router, thus reducing the design complexity of sensor nodes.
The gateway should be able to detect movement of a WBAN or a
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person and connect itself to available external networks to exchange
information with the WBAN. The mobility speed support will be
determined by the external network. For example, a Wi-Fi can only
support very low speed mobility up to 5 km/h, whereas a 2G/3G
network could support mobility up to 240 km/h. If we are looking
for mobility within a hospital or inside a home, then a Wi-Fi-
type connection could be sucient, whereas for a sport training
application, it may be necessary to use a 2G/3G network to obtain
data from the sensors located at an athlete’s body. So the WBAN
design requirements can be classied into basic and advanced
requirements. Advance design requirements will be inuenced by
the design requirements of the applications that a WBAN is used.
The basic WBAN design attributes are summarized below:

• WBAN sensor nodes should be able to transfer data over a
distance of a few meters using a single hop connection.

• Sensor nodes should be miniaturized so that they can be
easily wearable.

• Suitable frequency bands should be selected to reduce
interference and thus increase the coexistence possibility of
sensor node deviceswith other network devices available at
medical centers or in homes.

• WBAN nodes should consume low power so that battery
could last for a very long time. Also, WBAN nodes should
use small size batteries so that light-weight nodes can be
used.

• A WBAN should be designed in a fail-safe manner so that
failure of a node can be automatically detected or failure of
a node should not aect the operation of the network.

• AWBAN should be scalable so that health care workers can
increase or decrease the number of nodes on a patient’s
body without any manual intervention of IT personnel.

To achieve the above design attributes, WBAN designers should
consider the following points in their design work:

Wireless sensors: A transmitter circuit can be designed with a
few components, which may consume extremely low power when
designed with an integrated circuit technology. Appropriate sleep
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and wake-up cycles should be incorporated with the designed
hardware to reduce the power consumption to a minimum level.

Reliable data communication: Reliable, error free, and robust
information should be received from sensors. A WBAN will use a
wireless channel to transmit data, which is inherently unreliable.
Error checking and correction mechanisms should be incorporated
so that the unreliability of the transmission channels can be
countered. Thewireless technologies used in amedical environment
should operate in the frequency bands that are immune to
interference and thus increase the coexistence of sensor node
devices with other network devices available at the same location.
The wireless technology used should have less interference eect
on other medical equipment. Any network outage should be
automatically detected, and the sensor data should be delivered in a
fail-safe manner, which could be a critical requirement for a patient
monitoring system.

Wireless network security and privacy: Key software components
should be dened and developed to accommodate secure and
eective wireless networking. Protocols should be designed in such
a manner that a WBAN data cannot be collected by intruders. A
WBAN will use a wireless transmission channel, which opens up
the possibility of external intrusion while transmitting data. Data
encryption techniques could be used, but designers should keep in
their mind that undue complexities should not be introduced at the
sensor node level to avoid higher battery power and larger physical
size.

Handover mechanism: Handover mechanism should be integrated
in a WBAN using the gateway or a router. Handover features should
not overload the sensor node design.

Miniaturized antenna: Unobtrusive small antenna design should be
used, which will operate at high frequencies. Directional or narrow
beam antenna design could be considered for specic medical
applications.



Scope of the Book 15

Gateway devices: A WBAN node may have a wearable or im-
plantable node. Gateway devices should be developed to interface
with the existing wireless networks used in health care systems.
Gateway devices should implement advanced algorithms, which are
more power hungry so that sensor node design and requirements
remain simple.

Alarm option: An alarm option should be included when an outage
occurs or a sensor node fails.

Comfort: Sensor node electronics could be designed using exible
and stretchable technology so that sensor nodes can easily be
embedded in textiles (i.e., patient’s clothes). It can be attached to the
human body using a plaster to eliminate movements.

1.6 Scope of the Book

This book addresses the applications, hardware, and software
design of WBANs. It informs readers about some of the current and
possible future applications of WBAN-based monitoring systems. A
number of chapters have been devoted to WBAN applications as
mentioned in the preface of the book. Following the application
chapters, readers are presented with hardware and software design
techniques, which can be utilized to develop WBAN systems for
medical applications. Hardware design techniques and system level
developments are discussed in detail. An important component
of the WBAN is the antenna design, which is also introduced in
a separate chapter. Protocol and network design techniques are
discussed in several chapters, which will provide readers clear
understanding of WBAN network requirements. It is important
to understand protocol and network design issues because the
eciency and the performance of a WBAN system could be largely
determined by them. The book also introduces various current
industrial standards, which will inform readers about possible
choice of hardware and software system selections. As mentioned
in this chapter, a number of industrial wireless standards exist,
which could be followed to develop a WBAN by procuring and
conguring them in a suitable manner. Signal transmission around
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and in-body, in-body communication techniques, and the design of
implantable sensor nodes are also described in individual chapters.
The book also presents a chapter on coexistence issues. This is
an important issue because nowadays many other wireless devices
are used in many locations in hospitals and homes; hence, it is
necessary to understand the impact of other wireless devices and
choice of appropriate frequency bands. In conclusion, the book
provides a comprehensive coverage of WBAN applications, design,
and deployment techniques.
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2.1 Introduction

According to World Health Organization data, globally there are
about 1.4 physicians per 1000 inhabitants [1]. In most developed
countries, the ratio is only slightly better: 2 to 4 physicians per
1000 inhabitants. It is only natural that patients far outnumber care
providers, particularly during peak demands. In large overcrowded
settings, patient oversight becomes increasingly dicult, such as
in waiting rooms during seasonal outbreaks, at improvised rst-
care centers or in other nonstandard settings. To manage a large
concentration of patients, a monitoring system is key for ensuring
high quality of care.

In health care settings, a wireless body area network (WBAN)
can be used to collect patient-relevant information instead of having
a caregiver constantly monitoring a group of patients. A wireless,
automated data collection system provides several benets:

• Ease of data collection with minimum patient discomfort
• Scalability to a large number of patients
• Real-time monitoring and assessment of changing physio-
logical conditions

• Higher patient-to-caregiver ratio possible, while maintain-
ing the same quality of care (better human resource
utilization)

In current scenarios, caregivers are forced to collect patient
data on a case-by-case basis. Bedside data collection is only used
after patients have been admitted to the hospital. Collecting data
is essential to support good medical decisions. In emergency
departments, the rst set of data is collected during triage, where
an initial assessment of the patient status is performed. However, a
single snapshot of the patient vitals may lead to misprioritization.
Furthermore, it is very dicult to notice any changes in patient
status after the triage process has been completed.

In terms of scalability, caregiver–centered systems can easily
collapse during peak demand. A patient–centered system has obvi-
ous advantages. Such a system scales naturally as more nodes are
added to monitor more patients. The only constraint is an eventual
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overload at the network layer or at the monitoring station. To this
end, as much computation as possible should be programmed into
the WBAN components.

In order to assist in themonitoring ofmultiple patients, we devel-
oped SMART (Scalable Medical Alert and Response Technology). [2–
4] SMART implements a patient-based wireless monitoring system
as an aid for multiple patient scenarios. It can help rst responders
in emergency situations by providing a fast on–line triage system
requiring little set-up time. In overloaded waiting rooms, it can help
in re-prioritization of patients. In nursing homes, it can facilitate
the supervision of a large number of people, without degrading
their quality of life. SMART provides a steady ow of data from the
patients and a real-time alarm system to prompt re-triage in the case
where a patient’s condition deteriorates.

Physiological signals such as electrocardiogram (ECG) and pulse
oximetry (SpO2) are simultaneously acquired fromdierent patients
and processed at a central server where a single operator can
oversee a large number of patients. Location information is also
collected wirelessly to facilitate locating a particular patient who
needs attention.

Similar projects originate from the military. The Artemis project
[5] uses a WBAN to evaluate the physiological state of soldiers in
the eld. A fuzzy logic based algorithm [6] gathers information from
the SpO2 sensor to trigger a distress signal or it can be initiated by
a fellow team member. The distress signal is forwarded to medical
personnel, along with location information provided by GPS, to
guide the caregivers to the injured soldier. Konoske et al. present
an evaluation of a Mobile Medical Monitor (M3) [7] for soldier care.
The mobile unit is very complete, incorporating an assortment of
physiological sensors. However, its main drawback and complaint
among users is its inability to supervise multiple patients and save
the data in relational databases, features SMART can support.

There are many proposals from academic institutions [8] for
pervasive, wireless response systems. They all implement solutions
for multiple patient monitoring. In the WIISARD project, a dierent
solution is proposed for mass casualty incident response [9], with
a clear focus on logistics. Mobile caregivers are equipped with
wireless PDAs to evaluate patients in the eld and relay that
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information to a central command post. Patients only had basic
online physiological monitoring, unlike SMART, preventing adequate
detection of adverse events. An intelligent triage tag is proposed for
WIISARD [10] as a replacement for the paper tag, mainly for notica-
tion and prioritization in the eld. The wireless infrastructure [11]
is provided using commercially available equipment.

AID-N project, [12] an extension of CodeBlue, [13] presents a
mobile patient monitoring prototype for an electronic triage system.
The sensors are similar to SMART: SpO2, blood pressure, ECG and
GPS/MoteTrack for outdoors/indoors location. The primary goal is
triage management for mass casualty events. [14, 15] To this end,
a central station collects data from mobile units, caregivers carry
wireless PDAs to communicate with the server, and patients are
equipped with physiological sensors and visual and audible alarms
to alert caregivers to emergent conditions. A survey conducted
after preliminary usability tests shows that the most important
feature for caregivers is triaging support. SMART also provides
triaging support in the main server, alerts and location information.
A dierence between AID-N and SMART is that our system is easily
extensible to regular settings, such as a waiting room, helping ease
the learning curve involved in using a new system.

Another application of WBAN systems is concerned with patient
monitoring during transport [16] among units in a hospital. In this
case, ECG and SpO2 sensors are used, but no location information
is necessary. The patient equipment is similar to SMART, based on
an iPaq H5450. Another pre-hospital patient monitoring system
[17] shows that body sensor networks can also prevent over- or
under-triage of trauma patients. The authors propose an iPaq–based
system that records eight dierent vital signs during transport to
improve triage. They nally conclude that SpO2 and ECG heart rate
(HR) are a better predictors of the need for abdominal surgery
than reports from pre-hospital clinicians. A low SpO2 and high HR
combination is a good predictor for internal bleeding injury. A smart
vest can also be used as support forWBAN. [18] In this case, sensors
are embedded into a vest or T-shirt. Wires are woven into the fabric
and data and power are transmitted to and from a main processing
hardware with wireless capability. Sensors used in the smart vest
acquire ECG, photoplethysmogram (PPG), blood pressure (BP), skin
temperature, galvanic skin response (GSR), and ECG–derived HR.
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A project conducted at Pennsylvania Hospital [19] evaluated an
ECG-based alarm system. Using a commercially available wireless
ECG, the authors were able to assess the validity of ventricular
brillation, asystole, tachycardia, or bradycardia alarms. The au-
thors reported high patient and clinician satisfaction, even though
there were more false alarms than useful alarms, in line with
SMART’s ndings. Their system did not provide an automated
location system, although the authors acknowledge its importance.

A complete survey of wearable medical monitors is discussed
by Raskovic et al. [20] Issues, current proposed systems, and a
general description of dierent systems and mobile monitoring
implementations are presented by these authors.

2.2 Smart System

SMART is designed as a mass casualty response system, but is also
easily used in everyday environments. The rationale is that a system
that is used regularly by physicians and nurses will have a much
easier transition into use in a disaster situation. In SMART, the
wireless component allows the subject to move freely, and has little
negative impact on their regular behavior. Furthermore, the patients
perceive a higher sense of care as shown by our post-study survey.
In terms of medical performance, the system helped detect several
cases that would have otherwise gone undetected.

The SMART patient monitoring system was deployed in the
waiting room of the Emergency Department at the Brigham and
Women’s Hospital in Boston, MA. The system was operational from
June 2006 to December 2007, collecting 6815 minutes of data from
145 patients.

2.2.1 Architecture

2.2.1.1 Hardware

On the patient, physiological and location data are collected and
wirelessly sent to a central server. The physiological sensors
measure ECG and SpO2 and are wired to a PDA that acts as a sensor
hub and transmits the data via standard 802.11b Wi-Fi network.
Location is implemented via ultrasound tags and detectors that can
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pinpoint a particular patient to a predetermined area. Privacy issues
are considered and patient-sensitive data is encrypted prior to
transmission to caregiver PDAs. Physiological data transmitted from
the patients to the server is not encrypted because it contains no
identifying information.

The ECG sensor’s printed circuit board is the only custom-made
hardware in the project. It implements an instrumentation amplier
with xed gain and lters. An 8-bit analog-to-digital converter (ADC)
samples the signal at 200 Hz and sends the data using RS-232 serial
communication. For SpO2 sensing, a commercial sensor from Nonin
Medical Inc. [21] is used. This sensor reports status, SpO2 level, and
heart rate every second, also via serial interface. As shown in Fig. 2.1,
both sensors arrive at a sensor box, connected to a standard PDA
acting as a wireless node. The HP iPaq 5500 is chosen because it
provides Wi-Fi connectivity, extended battery life, and serial ports.
Having a PDA as the basic building block was useful in conguration
and debugging tasks.

Figure 2.1. Patient PDA with ECG leads and SpO2 sensor. See also Color
Insert.
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Figure 2.2. Patient with ECG, SpO2 and location sensor.

Location data is provided by an ultrasonic (US) system from
Sonitor Technologies. [22] US tags attached to patients transmit a
unique code that is read by US receivers mounted on the walls. A
simple signal strength algorithm assigns a tag to its closest receiver.
The advantage of the US system is that the signal is conned bywalls.
This way, there is absolute certainty that a patient is in a given room.
Large rooms can be subdivided by properly placing the receivers.
The tags are pen-like and are usually worn on a lanyard around the
neck. Figure 2.2 shows a diagram of the complete gear worn by the
monitored patients.

Fourteen US detectors are installed covering the complete
waiting area and the overow area. By having detectors outside the
waiting area, we can infer when a patient has left the waiting room
and their general direction.

SMART also implements a caregiver wireless node. Caregivers
can be equipped with a hand-held PDA and a location sensor. This
way they can receive and respond to alarms forwarded to their PDA,
check the status of a patient, and the server can know their location.
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The server hardware is a standard PC with dual monitors, wired
to a wireless router. ECG and SpO2 data arrive wirelessly from the
patients to the router. Location information is also received from the
US detectors via wireless adapters. Only three detectors are wired
to the router, due to their close proximity to the server. All wireless
communications use the IEEE 802.11b standard.

The maximum bandwidth provided by the 802.11b network is
11 Mbps, which was enough for our needs. A simple calculation sets
the requirements for 10 wireless nodes (patients and caregivers)
at under 0.5 Mbps. [4] There are some other technical aspects
to consider when using wireless networks. First, the available
bandwidth is reduced as the distance to the wireless router or
access point increases. Proper placement of the wireless router can
minimize the number of nodes with reduced data rate, while serving
the majority of the nodes at higher data rates. Second, wiring the
server to the router reduces by half the number of wireless data
packets on the network. Finally, radio interference can be avoided
by proper coordination of channel usage in the hospital. In our
particular case, our wireless network used a dierent channel than
the existing network, and we did not experience any problems on
either network.

2.2.1.2 Software

Dierent programming languages are used in SMART according to
the task and platform, as shown in Fig. 2.3 For the mobile nodes, the

Figure 2.3. Software and data ow in SMART.
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language of choice was Python. The PDA was running a linux-based
OS, Familiar Linux, that provided better control over the hardware,
and an open source platform. There are two Python programs, the
data-collecting and forwarding program running on the patient PDA,
and the data-fetching program running on the caregiver PDA. The
patient PDA program is not intended to be used by patients. It
provides a simple conguration screen to specify serial port usage
and a “live” data screen used in the early stages of the project for
debugging. Data are identied as ECG or SpO2, timestamped and
sent via TCP to the server. To reduce the wireless trac, 20 samples
of ECG data are packed together and sent every 0.1 s. Individual
patient data streams are identied according to their originating
PDA identication number. The caregiver PDA program displays a
roster of patients being monitored and their main vital signs. It
also has the ability to query the server for data for a particular
patient and show live or retrospective ECG and SpO2 data. This
communication is encrypted to protect patient privacy, since at this
point patient names are associated with the data. Both programs
present a simple user interface (UI) programmed using Glade and
GTK+ for conguration and monitoring.

At the server, data rst arrive at ORnetDB. ORnetDB was devel-
oped in a previous project as an operating room streaming database.
[23] This database is able to log and perform computations on
live feeds of incoming data. Raw data and computed data such as
QRS positions are then saved into a standard relational database,
implemented in PostgreSQL. [24] Finally, the main UI for the
operator is programmed in Java. The operator has an overview of
all patients being monitored and can select one in particular to view
detailed information (Fig. 2.4). There is also a list of issued alarms
for all patients being monitored. The patient roster on the top of
the screen shows: patient number, in/out status, name, SpO2 and
HR from the nger sensor, calculated HR from the ECG data, the
Emergency Severity Index (ESI) [25, 26] assigned upon admission,
the algorithm’s proposed diagnosis, location and current alarm.
Patient management (enrolling in monitoring, and completion of
monitoring) is handled via web page forms. Location information is
shown on a secondary monitor (Fig. 2.5) with colored tags for the
patients and the caregivers, displayed over amap of thewaiting area.
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Figure 2.4. SMART central main GUI. See also Color Insert.

Figure 2.5. SMART dual monitor display. Left: location data. Right: main
GUI.

2.2.2 Clinical Implementation

The goal of SMART is to enhance response in the presence of a
high number of patients. Introducing a large number of wireless
monitoring nodes requires that the system assist in the detection
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of critical cases. This approach allows scalability with minimal
requirements of extra-trained personnel. To this end, SMART
implements a set of parameter computations and a decision tree
to assist in alarm generation and diagnosis suggestion. To produce
a diagnosis algorithm that will feed the alarming system, several
steps were necessary. [3] We selected an ECG processing algorithm
based on its ability to handle noisy data. 2) The algorithmwas tested
against standard ECG databases publicly available from Physionet.
[27] We conducted tests on healthy volunteers to gain experience
handling live and untethered patients. 4) We conducted tests on
patient simulators to get feedback on how the system responded to
dierent health conditions.

The nal algorithm is programmed based on all the tests and
preliminary results. [3] The ECG algorithm is based on the SQRS
algorithm available on the Physionet website. The modications
introduced include an auto-calibration interval to account for
dierences in electrode placement and patient variability, an
adaptive threshold to handle noisy segments, and a “no beat” output
after 3 s of inactivity. The diagnosis suggestion is based on detected
QRS positions and raw ECG statistical properties, sensor integration
with SpO2, and noise detection. All possible diagnoses and alarms
generated are shown in Table 2.1.

Sinus rhythm, bradycardia, and tachycardia are determined by
simple HR comparison to patient specic thresholds. By default,
the low HR threshold is 60 beats per minute (BPM) and the

Table 2.1. Diagnosis suggestions and alarm generation

Diagnosis Source Validation Alarm

Sinus rhythm ECG or SpO2 - None

Bradycardia ECG or SpO2 - Medical

Tachycardia ECG or SpO2 - Medical

Ventricular tachycardia ECG - Medical

Ventricular brillation ECG SpO2 Medical

Irregular rhythm ECG - Medical

Asystole ECG SpO2 Medical

Leads o ECG - Technical

Noise ECG - Technical

Mismatch ECG & SpO2 - Technical
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high HR threshold is 100 BPM. The HR is either calculated from
the detected QRS waves in the ECG or reported by the SpO2
sensor. Ventricular tachycardia, brillation, and irregular rhythm
can only be computed from the ECG data, since they depend on QRS
width, ECG waveform, and QRS periodicity, respectively. Asystole
status is determined when no QRS complexes can be found in the
ECG.

Technical alarms are generated when an abnormal situation
most likely related to the PDA or sensors (and not the patient)
is detected. Leads o is easily detected from the ECG waveform.
Noise is indicated by the QRS algorithm when a series of QRS-
like peaks are detected in a short period. Finally, the mismatch
technical alarm is issued when the ECG and SpO2 data are
contradictory.

Thenal decision tree programmed in SMART is shown in Fig. 2.6
The diagnosis with the most votes in the preceding 15 s is used as
the nal suggested diagnosis and alarms are issued for abnormal
conditions.

Sensor integration is fundamental for alarm generation. While
SpO2 data proved to be extremely stable, it can’t detect cer-
tain conditions of interest. ECG provides a quicker response
time and better diagnosis capability. However, ECG is highly
aected by noise from electrode movements and muscle activity.
The solution is to validate preliminary ECG ndings with SpO2
information. For instance, an ECG nding of asystole is not
possible with a normal O2 saturation and reported HR greater than
zero.

No major problems were found during the clinical implemen-
tation. However, it is clear that if the number of patients were to
increase considerably, the load on the main server might become
unsustainable. One proposed solution is to push most of the load to
themobile units. Thiswas tested in the early stages of the project but
later discarded in favor of a simpler, centralized system. However,
all signal processing and alarm generation can run on the patient
PDAs. This way, the main server is responsible for only minor tasks.
Alternatively, SMART Central could be implemented using multiple
computers that share the load as the number of patient nodes
increases.
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Figure 2.6. Decision tree programmed in SMART for diagnosis suggestion
and alarm generation.



32 Wireless Patient Monitoring in a Clinical setting

2.3 Results

During the implementation in the Emergency Department (ED),
some important lessons were learned. Signal quality was worse
than in the healthy volunteer training session data. Wireless,
nonintrusive systems must be prepared to deal with bad quality
data. Despite this, several patients and the system as a whole
beneted from SMART. It was possible to detect unnoticed medical
conditions and to dismiss a medical complaint sooner by using
the data collected from patients in the waiting room. The critical
cases were detected by SMART Central and reported to the
SMART Operator (whose presence was required by the hospital’s
Institutional Review Board) and ED personnel were alerted when
necessary.

2.3.1 Medical Usefulness

ECG, SpO2, and location data were collected from 145 patients
during 18months. The amount of data collected per patient depends
how long the patient was in the waiting room, prior to being seen by
a physician. This time ranges from 5 min to slightly over 3 h. Only
patients presenting with symptoms of shortness of breath and chest
pain were approached for enrollment in the study. This selection
was based on which symptoms might deteriorate quickly, resulting
in a negative outcome for the patient, which determined the set of
physiological sensors available in SMART.

The physiological data collected show that in normal conditions
the system works. However, there is an important dierence
between real patients and simulators or healthy volunteers. The
noise level encountered on real patients is much higher than
expected, but relatively short-lived. This produces a signicant
number of false alarms that quickly become annoying to the
operator. This usually happens on particular patients for dierent
reasons, the most recurring one being restlessness. However, most
patients present a normal, quiet ECG tracing with minimal number
of alarms. Setting up and removing the equipment from the patients
also causes false alarms. To alleviate this problem, an option is
provided in the main GUI to disable alarms for particular patients.
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Figure 2.7. Diagnosis estimation and ECG-computed HR of an average
patient. See also Color Insert.

This way, the alarm system is not enabled until the patient has
settled. Figure 2.7 shows a typical tracing and its accompanying
diagnosis suggestion.

During the evaluation period, three patients presented health
problems detected by SMART that required re-prioritization. The
rst case was a patient with premature ventricular contractions that
SMART detected as irregular rhythm and tachycardia. The second
case presented a severe bradycardia. In the third case, the ECG-
reported HR was signicantly dierent than the SpO2- reported HR.
Upon closer examination of the live ECG acquired by SMART, the
patient was admitted sooner to the ED, presenting with junctional
tachycardia.

The last case worth mentioning is a patient who complained that
her pacemaker wasn’t working properly. Figure 2.8 shows the ECG
HR and SpO2 HR and the ECG tracing on the bottom. Every time the
HR dropped below 60 BPM, the pacemaker is engaged and produces
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Figure 2.8. ECG – SpO2 HR comparison and ECG pacemaker activity when
patient HR dropped below 60 BPM. See also Color Insert.

a dierent tracing on the ECG. An added benet of SMART is that the
physicians are presented with valuable information by the time they
get to see the patient for the rst time, helping their diagnosis.

2.3.2 User Acceptance

Acceptance among the patients was very good. Most patients felt
safer as they knew they were being monitored. For them, it was
a large improvement over just waiting to be seen by a physician.
Knowing that their locationwas known also helped build condence
in case they needed prompt care.

A survey was conducted among the patients right after they were
admitted into the ED. Seventy patients completed the survey that
evaluated their perception of the system. Figure 2.9 shows that 51%
of the patients would denitively wear the system again. Another
41% would be inclined to do so. Only 7% are against or did not
respond to the question. To the question “Did themonitoring system
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Figure 2.9. Response to survey question:Would youwear a SMART pouch
again?

Figure 2.10. Response to survey question: Did the monitoring system
make you feel safer?

make you feel safer?,” over 69% of the patients answered positively,
as shown in Fig. 2.10

Even though the patients who participated in this study were
told that the system would not change the attention provided by
the hospital, Table 2.2 shows that most of them felt that they were
getting a higher level of care.

We also asked the patients about their perception of the value of
having their location and their vital signs being monitored. We were
concerned that they might nd the location sensor too intrusive.
However, 84.3% considered the location information valuable and
94.3% considered vital sign monitoring valuable (Table 2.3).

Finally, a majority of the patients found the system acceptably
comfortable to wear (Table 2.4).
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Table 2.2. Perceived eect on care

Eect of SMART monitoring on care Preferences

Improved it a lot 17%

Improved it a little 24%

No eect 49%

Impaired it a little 0%

Impaired it a lot 0%

Table 2.3. Perceived value of monitoring

Category Location Vitals

Very important 68.6% 78.6%

A little 15.7% 15.7%

Not important 12.9% 5.7%

Not important and actually annoying 0.0% 0.0%

No response 2.8% 0.0%

Table 2.4. Patient evaluation of system
comfort

Was the monitoring system comfortable? Preferences

Didn’t bother at all 82.9%

A little uncomfortable 14.3%

Very uncomfortable 1.4%

No response 1.4%

2.4 Conclusion

The SMART system facilitates the collection, storage, review, and
detection of events that otherwise may go unnoticed regarding the
patients’ medical conditions. To accomplish this, the set of sensors
on each patient in conjunction with the patient’s PDA send their
data wirelessly to a central station where individual care needs are
evaluated.

SMART addresses the need to provide better care to multiple
patients. It can extend care to nonstandard settings such as nursing
homes for the elderly, improvised care facilities in case of mass
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casualty events, locations designed for patients such as hospital
waiting rooms, and homes or oces for people at risk during
their daily activities. As cited, there is concern among health care
facilities regarding patients in unmonitored areas. [19] In standard
care centers, a wireless monitoring system that provides alarms for
critical cases can reduce theworkload on the triage sta and provide
a better quality of care for the patients. Initial triage assessment time
can be reduced, and by the time a physician rst contacts the patient,
a considerable amount of physiological data is available.

One of the main advantages of wireless networks in medicine is
the ability to provide an enhanced level of care without interfering
with the patient’s quality of life. Even though in SMART the sensors
are wired to the PDA hub on the patient, the wireless transmission
of the data to a central station allows patients be untethered. The
survey conducted among patients after wearing the device shows
with high satisfaction levels, both in terms of care and comfort.
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Pervasive health care (PHC) is a new health care model that
enables patient mobility, continuous health monitoring, and timely
detection of anomalies. Comparing with the ideal PHC services, the
current available (commercial) remote patient monitoring services
such as portable monitoring equipment and prototype systems
need to be improved in real-time capability, eectiveness, and
reliability of context-sensitive anomaly detection. This chapter
addresses the PHC system architecture and anomaly detection
techniques for chronic diseases; a pervasive cardiac care (PCC)
prototype that supports real-time indoor and outdoor continuous
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cardiac arrhythmias monitoring service health care models is
presented. Moreover, this chapter explores key PHC technologies
such as architecture model and system, including context-aware
recognition, abnormal detection, and adaptive environment, etc.

3.1 Introduction

Health care, as an essential part of modern society, which con-
tributes to social stability and government reputation, claims a
remarkable percentage of national budgets. Due to global population
aging in the 21st century, health care system worldwide is facing a
serious shortage of nancial and human resources [1, 2].

World Health Organization (WHO) reports that the world’s aging
population over the age of 65 is reaching 761 million in 2025. [3, 4]
The white paper of “The Development of China’s Undertakings for
the Aged” declares that China is entering the aging society [5]. By the
end of 2005, the aging population over 60 in China was more than
1.44 million, and will reach 400 million in 2037, ranking rst in the
world [6, 7]. Furthermore, China is suering from a serious shortage
and an extremely unbalanced distribution of health resources: China
takes up 22% of world population, yet only 2% of world total health
resources, among which the 80% of the health resources in China
is concentrated in urban areas, and the 80% of the urban resources
is concentrated in handful large hospitals. Therefore, in China, the
severe contradiction between supply and demand of health care
services is prominent [8, 9].

Many studies have shown that more than 80% elderly people
have chronic diseases as well as lifestyle-related diseases, and
more than 30% of them suer from two or more types of chronic
diseases [10, 11]. Further studies reveal that long-term continuous
health care observations, rather than clinical care or treatment, are
essential for patients suering from several chronic diseases. Also
according to epidemiological data and related research ndings, we
discover that successful prevention and reduction of acute attack
of diseases depends on the improvement of health care quality,
proactive management of chronic diseases, detection of abnormal
symptoms, and healthy out-of-hospital lifestyles [12].
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To cope with the rapid rise of medical cost and the growing
shortage of health care capabilities, a personalized out-of-hospital
healthcare model, which supports independent lifestyle, is highly
demanded [3, 13]. The model is characterized by its: (1) excellent
chronic disease management in 7 × 24 h, by assisting medical
experts with technologies of pervasive biomedical sensing, com-
puting and communication; (2) excellent abnormality detection
ability, which eectively helps avoid emergencies (sudden death);
(3) timely and accurate health care services and emergency handling
capability, available anytime anywhere [14, 15].

PHC is designed to provide high-quality health care services for
patients or elderly people with more than one chronic disease. By
integrating and balancing health care resources and thus reducing
medical cost, PHC is a strong complement for the existing health
care system in China and developed countries. With the help of
PHC model, health care providers can largely be relieved from
physical and mental pressures, the quality of collaborate-treatment
can be improved and the cost be lowered, and eventually a better
and healthier out-of-hospital lifestyle can be established for the
patients [8].

Patient health care service is a billion-dollar industry [16].
Yet, research on the key technologies of PHC system model and
service provision is still rare [17]. Hence, the major research
purposes of this chapter are: (1) to provide the designing rules of
PHC services and to explore PHC service model; (2) to study the
key technologies of PHC for chronic diseases, including context-
aware computing, abnormal detection and environment adaptive
technologies, etc. Health care is crucial not only to people’s lives and
physical health, but also to national security and harmony. PHC is
the technical foundation of future health care system, particularly
in China. The application of PHC service will help to solve the
conict between resources and needs, and eventually facilitate
social stability. By adopting pervasive service and IT technology and
integrating pervasive computing concept into health care services,
this chapter proposes an innovative service model for public and
private PHC services provision with no limitation in time and
place.
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3.2 History of PHC Research

PHC technology, as a cutting edge of its kind, demonstrates
signicant dierences in research content, methods, and techniques
from its counterparts such as biomedical engineering technology,
medical informatics, and pervasive computing technology. Due to
the complexity, diversity, and variability of PHC applications, how
to build a ubiquitous ICT-based embedded biomedical technology
health care environment, is a complicated interdisciplinary research
issue [18]. This chapter provides a review of the state-of-the-art of
research and development in the PHC eld.

Today the progress in areas of wireless communication tech-
nology and medical telemetry equipment has set forth the
rapid advancement of patients’ clinical care and out-of-hospital
care, and a variety of patient monitoring systems have thus been
developed and applied. Thanks to the technology development in
pervasive computing, medical engineering, medical telemetry, and
other associated disciplines, it is now possible to extract, record,
analyze, and transmit data concerning patients health symptoms
(in the form of physical signal characterization) in a timely way
via medical equipment worn by patients to the computer or PDA
device of medical service providers. In this way, the time required
for medical diagnosis and treatment is largely reduced [15, 19].
Lately, research institutions and organizations involved in health
care studies have made a remarkable achievement in developing
patient monitoring prototype system for accurate monitoring of
patients’ vital signs and timely detection of patients’ abnormal signs
[20]. Recognizing the importance of the aged health care market,
a number of world-renowned medical equipment companies,
including General Electric, Hewlett-Packard, Honeywell, and Intel,
jointly set up Research Center for Aging Services Technology (CAST)
in 2002 in Washington, so as to promote the application of wireless
and remote patient monitoring service model and to encourage the
joint eorts in technology development and cooperation of elderly
people service.

The development of a health care prototype system has
gone through three typical phases [17]. According to the patient
monitoring scene, the prototype can be divided into three dierent



History of PHC Research 45

types: hospital clinical care, home care as well as outdoor mobile
monitoring [21]. The rst generation of monitoring systems, such as
Micropaq [22], collects and transmits multi-parameter monitoring
information via short-range wireless medium (such as Bluetooth)
to the network infrastructures within the building framework in
the hospital. The second generation of surveillance systems, such
as Medtronic [23], supports patient monitoring at home and is able
to make time-appointed collection and transmission of patients’
information. Based on television and cable networks, Motiva
system provides a secure, personalized health care communication
platform, which supports the interaction between patients at home
and remote service providers, so as to achieve monitoring and
management of chronic diseases and to improve patients’ quality of
life [24]. Other second-generation systems, such as CardioNet [25]
and Biotronik [26], provide short-term care for patients at home (7–
14 days). The new generation of surveillance systems is designed
for mobile patients with continuous collection and transmission
of patients’ vital signs via infrastructure-based wireless networks
(WLAN, cellular PCS, satellite, etc.). Relative research includes smart
wearable health care research [27], medical telemetry devices
[28], PDA Mobile Gateway [29], smart clothing care [30] and so
on. References [31–34] present recent researches of the medical
decision-making research for PHC service. There are also some
typical PHC systems for elderly people such as Gator Tech Smart
Room [35], perception Room [36], and the elite care [37].

By now, a large number of health care prototype systems
have been designed, but there is still not much study in the
architecture model of PHC system. The existing literature also
mainly addresses the requirements and challenges in PHC system
design, but not the actual system modeling. Kafeza et al. [38]
analyzed the demand model of warning messages delivery. From
the point of view of ICT infrastructure, Haux et al. [39] dened
four types of health care architectures: people-centered, family-
centered, remote health care service-centered, service provider-
centered. The main functions of health care service are classied
as: emergency state detection and alarm, disease management,
health status feedback and suggestions. It also proposes the main
components of a 24 h medical care environment: indoor home
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monitoring system, remote monitoring and location-based outdoor
activities, emergency rescue system, and service support system.
Koch et al. [40] investigated the relevant researches in the health
care eld in recent ve years and classify them into ve categories:
decision support information systems, consumer health informatics,
and remote home healthcare, emergency information technology,
and informatics methods. According to the service controllability
and application location, Doukas et al. [41] divided health care into
two categories: health controlled environment (such as health care
units and hospitals) and immediate health care services unavailable
environment (such as at home or outdoor). Sneha et al. [17]
proposed a component-based system framework of pervasive health
care service and explore the design methods of major system
components (sensing, reasoning, and transferring function). Based
on the wireless sensor network technology, Daramolar et al. [42]
presented a grid-based framework for PHC system. By analyzing
the existing pervasive health care applications, Salvador et al. [43]
attempted to dene a general PHC system framework, which is
compatible with its software and classify the PHC application into
three types of typical environment: home, grid space, and mobile
space.

Although some remarkable achievements in the eld of patient
care have been made, there are still some major limitations
and constraints: 1) the majority of proposed solutions is not
dedicated to PHC services, and there is no in-depth study of
the application characteristics of PHC, such as patient mobility,
continuous monitoring, and timely detection of anomalies; 2) most
of the solutions do not make full use of mobile computing platforms
for biomedical data analysis, which not only produces large amount
of raw data that leads to high network tracs and more bandwidth
requirements, but also brings huge mental and physical pressure
on medical professionals when performing signal analysis and
abnormalities monitoring.

Between the ideal PHC services and the current remote patient
monitoring services with commercially available portable moni-
toring equipment and prototype systems, a huge gap still exists,
especially in their real-time capability, eectiveness and reliability
of context-sensitive anomaly detection. Partly because the existing
solutions are lack of in-depth understanding, exploration of the
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complicated processing mode, the relevant system parameters as
well as reasoning and decision-making mechanisms of the PHC
system.

To solve the above problems, this chapter addresses the PHC
system architecture and anomaly detection techniques for chronic
diseases. The objective of this chapter is 1) to provide timely
anomaly detection, prevent sudden attack of illness, and reduce
avoidable medical costs; 2) to provide a PHC service, which is
based upon the mobile computing platform, with the capabilities
of biomedical data analysis and medical intervention, and is able
to reduce network tracs and bandwidth requirements. This
chapter presents aWSN-based pervasive cardiac care prototype that
supports clinical, home, and outdoor models to provide continuous
cardiac arrhythmias monitoring service [44, 45]. Based on this
prototype system, this chapter explores the system architecture
technology [46, 47], context-aware recognition and abnormal
detection technology [48, 49], adaptive environment technology
[50], and so on.

3.3 Overview of PCC System

Heart disease ranks as the top threat to human health. Elderly
people and middle-aged person in long-term sub-health state are
among the high risk population of cardiac sudden death (CSD).
Clinical experiences prove that the most ecient way to prevent
CSD is to detect the cardiac abnormalities in time by making long-
term regular cardiac monitoring. Traditional health care systems
are not suitable for pervasive cardiac monitoring (PCC) due to
the time and space constraints in health care applications, as
well as the inability of real-time continuous ECG monitoring. In
recent years, a new generation of cardiac monitoring system named
pervasive cardiac monitoring is booming. By introducing ubiquitous
computing into traditional healthcare, the PCC system provides
a real-time continuous cardiac monitoring service for dierent
subjects with no constraints of time or space.

3.3.1 PCC System Architecture

The PCC system integrates the advanced technologies of wireless
communication, embedded system, automatic ECG diagnosis (AED),
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Figure 3.1. Architecture of PCC system. See also Color Insert.

and telemedicine, which consists of four main functional compo-
nents: wireless ECG sensor (WES), local access server, remote access
server, and remote surveillance terminal. Figure 3.1 shows the
architecture and operation fashions of the PCC system.

3.3.1.1 Wireless ECG sensor

To minimize cost and to correspond to the latest AHA recommenda-
tions [51], an energy-ecient compact ECG collection device, named
WES, is implemented. WES conforms to the basic characteristics
of wireless sensor device: tiny resource, tiny power-consumption,
and associated tiny cost. Furthermore, the basic embedded software
such as a distributed real-time fault tolerant microkernel [52],
dedicated hardware and rmware [53], and a TCP/IP protocol stack
[54] are implemented and ported into WES.

The WES prototype (Fig. 3.2) is a real-time wireless embedded
portable sensor (size = 70 mm × 100 mm) based on TI MSP430
microcontroller. The key features of WES are

• Gain: 1000
• CMMR (min): 120 dB
• Bandwidth: 0.05 Hz to 125 Hz
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Figure 3.2. Wireless ECG sensor. See also Color Insert.

• Programmable sample frequency more than 500 Hz
• Analogue to digital converter (ADC): 12 bit
• Leakage current: 10 μA

WES enables the capture of 4-leads ECG signals sampled at
500 Hz (sample frequency) in real-time. Note that the sample
frequency is reprogrammable (100 Hz to 2000 Hz). The sample data
is sent to the local server over a wireless medium such as Wi-Fi or
Bluetooth. In oine mode, ECG signals can be stored in the ash
memory card. The signal store duration depends on the ash card
capacity, the sample frequency, and the number of ECG leads. For
example, a 128 megabyte ash memory card can store 24 h data of
continuous 4-leads ECG signals sampled at 500 Hz. In this way, the
WES works as Holter or RTEST device.

3.3.1.2 Local access server

Local access server may be implemented on a standard PC, a PDA,
a mobile phone, or a dedicated network access device. It provides
two kinds of network connection services: connection with WES via
a local wireless medium (Wi-Fi or Bluetooth) and connection with
remote system via infrastructure network, such as cable modem,
ADSL, 2G/3G, etc.

In view of the dierence of network mediums, local servers, and
transmission speeds caused by network tracs, the PCC system
provides an adaptable communication mechanism to guarantee a
reliable data transmission service between local server and remote
server. Furthermore, in order to provide a real-time data transmis-
sion, it is important to minimize the amount of transmission data
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to reduce network tracs over low-bandwidth connection links. A
lossless ECG signals compression algorithm is thus implemented.

If the local access server is a high-performance machine, the ECG
diagnostic module can be migrated from WES into the local server
and the cost of WESwill thus be reduced. In addition, patients’ video
information is necessary as an aided method for online diagnosis.
Hence, a ”webcam” can be installed in the local server to provide
patients’ images.

3.3.1.3 Remote access server

The remote access server provides the capability of network
connection between local access server and remote surveillance
server. In view of network types, it can support two types of access
servers: PPP server and WAP server. The PPP server establishes
connections between patients and cardiologists via PSTN, while the
WAP server establishes the connections via wide wireless network.
In addition, if the patients and the cardiologists are located in a
same area (e.g., in hospital or at clinic) and share local network
infrastructures (e.g., high-speed LAN), or they utilize the global
network connection services provided by commercial ISPs (Internet
service providers), this component is no more necessary and can be
removed from the PCC system architecture.

Several function modules can be loaded in the remote access
server, including database service and Web service. The medical
history records of patients are important for the diagnosis of heart
diseases. In the remote access server, the medical records with
multimedia formats are stored in the patient database system,which
include the ECG signals sequences, cardiologists’ diagnostic reports,
patients’ video, voice and individual prole information, etc. The
Web service provides the capacity of Internet access to the patients’
database system.

3.3.1.4 Remote surveillance server

The remote surveillance server has an interactive visualization
graphical user interface (GUI, see Fig. 3.3) which enables cardi-
ologists to diagnose cardiac arrhythmias events in real-time and
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Figure 3.3. Remote surveillance server. See also Color Insert.

to respond to alarm messages by monitoring the ECG signals
sequence and patients’ images. This server supports multi-patients
surveillances and one patient on-line diagnosis (by cardiologists)
at one time. The 4-lead ECG signals and related diagnostic results
(by the AED algorithm) are displayed on the screen and stored into
data les with the format of WaveForm DataBase (WFDB) [55]. The
diagnostic reports can be produced automatically and be printed
with the ECG signals sequence and the related statistic results.

When a patient’s number of a PCC application is few, e.g., an
application of small clinic, the cardiologist of the remote surveillance
server can directly connect with the patient in the local access server
via the Internet. In this way, the database service and Web service
can be implemented directly in the remote surveillance server.

3.3.2 PCC Operation Modes

This PCC system enables four operationmodes which work together
to make the system always adaptable to dierent application
scenarios and requirements. Cardiologists can reset the operation
mode by taking into account patients’ physical status and network
medium access bandwidth. The key features of the four operation
modes are illuminated as follows:

• Real-time continuous ECG signal. For the sake of remote
real-time displaying and diagnosing, the data including
continuous ECG signals acquisition and its diagnosis report
will be sent in real-time to the remote system. This
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operationmode has the highest alarm level that enables on-
line diagnosis in real-time. Note that this mode does not t
to monitor a large number of patients due to the limitations
of network bandwidth, system resources and medical
resources, but it has remarkable performance inmonitoring
the CSD high risk patient. In practice, each cardiologist can
survey approximately four patients simultaneously. In this
mode, to assure reliable cardiac arrhythmias diagnosis, a
patient’s image is required.

• ECG signal sequence. In order to satisfy remote real-time
multi-patient detection and monitoring, WES is congured
to send automatically a sequence of ECG signals (pre- and
post-abnormality) to the remote system when a cardiac
arrhythmia event dened by cardiologists is detected. This
operation mode is suitable for long-term multi-patient
(lower risk of sudden death than the previous class of
patients) cardiac arrhythmias events surveillance.

• Textual emergency message. In this mode, only a short
textual emergency message will be sent to cardiologists
when a cardiac arrhythmia event is detected. According to
the gravity of the symptom, the cardiologists can decide to
intervene immediately or later. This mode may be operated
on any access medium (wire or wireless).

• Diagnosis report email. It is the lowest level operation
mode. The local server will send periodically a report (like
HOLTER report) attached to an email to the remote server.
The cardiologists predened the reporting period. This
mode is suitable to monitor a large number of patients.

It is to be noted that cardiologists can remotely recongure the
operation mode to adapt to the changes of a patient’s status and
environments.

3.4 Key Technologies of PCC System

In this chapter, we present the key technologies developed for the
PCC system, including the lossless signal compression technique,
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adaptive real-time communication mechanism, and the adaptive
ECG diagnosis (AED) algorithm.

3.4.1 Lossless ECG Signal Compression

Minimizing the amount of the data transmission is themost eective
technique to reduce network tracs, and it is thus necessary
to compress the ECG signals before data transferring. The 500
Hz sampling frequency in WES oers high quality ECG signals
for the ECG diagnosis, but also increases network tracs for the
data transmission. For example, a 4-lead ECG signals with 500 Hz
sampling frequency and 12 bit sample data (ADC resolution), the
size of its 5 s frame is 20 KB (4 leads * 500 Hz * 5 s * 2 byte). In order
to support real-time data transmission through classical modem,
the network bandwidth must be superior to 32 Kbps (20,000 * 8
bit/5 s) when PCCworks in the level-I operationmode. This speed is
obviously untted for the low bandwidth networks. The ECG signals
with the high sampling frequency (500 Hz in WES) are absolutely
necessary to guarantee the accuracy of the AED algorithm. Note that
ECG signalswith the low sampling rate (often 128Hz) are acceptable
for the purpose of the ECG observation in the remote visualization
system. In general the ECG signals issued from HOLTER devices are
sampling at 128 Hz. Hence, the sampling frequency of ECG signals
can be sub-sampled to reduce network tracs.

On the other hand, the morphological features of ECG signals
show that the signals have huge data redundancies. A good data
compression algorithm can thus reduce network tracs. In fact,
there are many high ratio data compression techniques such as
MPEG3/4, etc., but they are lossless and CPU time consuming. Thus,
to minimize energy consumption and ease VLSI integration of WES,
we adopt a very simple no-loss compression algorithm: only the
dierence value between two consecutive samples is sent to the
remote server. Since the potential amplitudes of the ECG signals in
the cardiac cycle duration are almost equal to the zero isoelectric
value, the dierence value between the samples data of the cardiac
cycle duration is thus almost equal to zero. According to the data
sizes of the dierence values, the sample compression format is
dened in Fig. 3.4.
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Figure 3.4. Data format of signal compression algorithm.

Where the ‘‘+ /−” eld indicates the positive/negative property
of the dierence value: 1 — positive and 0 — negative; the “type”
eld indicates the type of data length, and the “data” eld stores the
dierence data. The statistical results show that this compression
algorithm has 50%–60% compression ratios. Hence, in case of a
4-lead ECG signals at 500 Hz sampling frequency and 12 bit ADC
resolution, when adopting the sub-sampling frequency technique
(to 125 Hz) and the signal compression algorithm, PCC can reduce
87.5%∼ 90% network tracs.

3.4.2 Adaptive Communication Mechanism

In order to support a real-time data transmission, the UDP protocol
is adopted in PCC to transmit ECG signals. Because the UDP
protocol does not oer a guaranteed datagram delivery service,
a reliable data transmission mechanism must be implemented
in the application layer. In fact, the network bandwidth of the
PCC communication system is normally uctuated and aected by
network tracs and some interference factors, an application layer
communication mechanism dedicated to PCC is thus implemented,
which enables reliable real-time data transmission in various
healthcare environments.

3.4.2.1 PCC data frame

The transfer data unit between remote and local peers in PCC
is named a PCC frame, which is used to establish/terminate
connection, to deliver data (ECG signals or images), and to congure
operation modes or other system parameters. Each frame consists
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Figure 3.5. Frame format of PCC.

of two parts: a frame header followed by data. Figure 3.4 shows the
PCC frame format.

The type eld is used to identify the type of PCC frame. Three
frame types are implemented in PCC: a value of 0 × 01 indicates
a system control frame; a value of 0 × 02 indicates an ECG signal
frame; and a value of 0x03 indicates an image frame. Each type of
PCC frames has a unique system priority identied by the type value
(1 to 3, from high to low).

Figure 3.5a shows the format of an ECG signal frame. Each ECG
frame has a unique identier specied by the sequence number.
Every time when the local server sends an ECG frame, the sequence
number increments automatically by one for next frame. Basing
upon this value, PCC calculates the surveillance time of heart
monitoring. The value of signal number eld indicates the channel
number of ECG signals and the default channel number is four in
WES. The value of QRS number elds represents the number of QRS
complexes detected by the AED algorithm in the ECG frame. The
default sampling frequency of WES is 500 Hz, which is identied
in the sampling frequency eld. This value is alterable by the
sub-sampling frequency operation because the signal compression
algorithm changes the size of original ECG frame. Hence this
frequency value is useful to dene the length of the uncompressed
original frame in the remote server.

The following area of the ECG frame stores the diagnostic results
of the AED algorithm. It is a QRS structure queue, where the QRS
member number is indicated in the QRS number eld. Each QRS
member named QRSResult consists of three elements: QRS position,
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QRS length, and QRS state. The QRS position indicates the onset
position of a QRS complex in the uncompressed ECG frame. The
heart rate of each beat can be calculated basing on the positions of
two consecutive QRS. The QRS length represents the time interval of
a QRS. The QRS state shows the type of heart rhythm and its related
heart statue classied by the AED algorithm. The ECG signals eld
stores the compressed ECG signals. In the PCC system, each ECG
frame contains 5 s of ECG signals.

Figure 3.5b shows the format of the image frame. The sequence
number eld is unused for an image frame. The image eld contains
an image in the jpeg format. Figure 3.5c shows the format of the
system control information frame. The value of control code eld
indicates the type of control code. The related control information
is stored in the following control information eld.

3.4.2.2 PCC communication mechanisms

Three kinds of UDP connections are established in PCC. They
are responsible for the system control (udp CMD), the ECG signal
transmission (udp SIG), and the image transmission (udp IMG).

3.4.2.2.1 PCC system control PCC control frames are responsible
for the system remote conguration, the patient online/oine
notications, and the ECG frames retransmission management. The
control frame is transferred via the UDP CMD connection. PCC
denes nine types of control frames:

• REQ Connect /ACK Connect; REQ Terminate /ACK
Terminate

• REQ Congure /ACK Congure; REQ Restra
• ACK 5Frames; ACK Image.

The control frames with the code of REQ Connect and
ACK Connect are responsible for the connection establishment
between patients and cardiologists. The control frames with the
code of REQ Terminate and ACK Terminate are responsible for the
connection termination. Both patients and cardiologists have a right
to open and close the UDP CMD connection. The control frameswith
the code of REQ Congure and ACK Congure are responsible for
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the system conguration. Currently, PCC provides the congurations
of the operationmode and the sampling frequency. The other control
frames with the code of REQ Restra, ACK 5Frames, and ACK Image
will be introduced in the following subsections.

3.4.2.2.2 Signal retransmission mechanism PCC guarantees a reli-
able ECG signal delivery service by providing a signal retransmission
mechanism. Two ECG frame queues are dened, respectively, for the
local access server (Hold Queue) and the remote surveillance server
peer (Wait Queue). The standard length of the two queues is set to
ve. The retransmission mechanism is described in Fig. 3.6.

When an ECG frame with the sequence number k is lost during
network transmission, the remote surveillance server sends a re-
transmission requirement frame with a control code of REQ Restra

Figure 3.6. Signal Retransmission Mechanism: Remote Surveillance Peer
(U) and Local Access Peer (D).
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and the local access server responses to this requirement by
retransmitting the ECG frame k. When ve consecutive ECG frames
are received by the remote surveillance server, a control frame
containing the code of ACK 5Frames will be sent to the local server
to inform the release of the remainder ECG frames in Hold Queue.

3.4.2.2.3 Data competition mechanism Considering the network
quality and communication cost, PCC employs a data competition
mechanism to guarantee those important data (i.e., ECG signals)
being transferred in a higher priority, so that in the remote
surveillance peer, cardiologists can detect and diagnose the ECG
signals in real time.

As mentioned above, PCC has three types of data frames. Each
kind of data frame has a unique transmission priority. The system
control frame has the highest priority in this system. Furthermore,
since the ECG signals are more important than the images data for
the diagnosis of cardiologists, the ECG frame has higher priority
than the image frame. In order to guarantee a real-time ECG signal
transmission service, a data competitionmechanism is implemented
in the PCC system, described in Fig. 3.7.

When the queue length of Wait Queue is equal to or greater
than 5, it means that there is at least 25 s of ECG signals stored in
the remote surveillance server. Hence, it is acceptable to allow the
local server to transmit images. Whereas, when the queue length
of Wait Queue is smaller than 5, it means that the network speed
begins to uctuate and the network quality is lowered; hence,
the system will stop image transmission so as to reduce network
tracs.

3.4.3 AED Algorithm

In recent years, the study of automatic ECG diagnosis (AED)
techniques addressed mainly clinical applications, but rarely PHC
applications, due to two reasons: 1) to be applied on various scenes,
i.e., dierent objectives and environments, the system signals are
ambulatory, easily being disturbed by interferences; 2) to meet the
needs of portable, the system node has strict resource constraints,
traditional AED techniques are resource-consumption in views
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Figure 3.7. System competition mechanism: remote surveillance peer (U)
and local access peer (D).

of PCC services. A novel AED algorithm dedicated to the PCC
applications has thus been developed. By oering the PCC service,
this system can reduce the risk of cardiac sudden death by detecting
cardiac arrhythmia events in time.

3.4.3.1 Signal preprocessing and conditioning

Due to the nonstationary and easy-to-be-disturbed features, the
ambulatory ECG signals must be de-noised before decision-
making. Most of artifacts, such as baseline drifts, electrical noises,
and muscle tremor interferences, can be eliminated or restrained by
adopting suitable lters.

3.4.3.1.1 ECG time series Three ECG signal series, i.e., R(t), AD(t),
and RC(t), are adopted in the AED algorithm. The R(t) series is raw
ECG signals acquired from electrodes. It is generally contaminated
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by dierent kinds of noises. The AD(t) series is the adaptive
dierential signals with the processing of the dierential lter and
the adaptive lter. The inferences of the baseline drift and the
motion artifacts can be eliminated in the AD(t) series; hence, this
series is used to detect and localize the QRS complexes. The RC(t)
series is the de-noised ECG signals with the operations of the band-
pass lter and the linear amplier. Since electrical noises andmuscle
tremors have been removed from the RC(t) series, the RC(t) series is
used to extract the characteristics of the QRS complexes.

3.4.3.1.2 Adaptive lter Classical lters for the ECG series, e.g.,
notch lter, low-pass lter, and high-pass lter, can eectively
remove or reduce most of interferences. But for motion artifacts,
because of their irregular occurrences and irregular morphological
attributes, these lters cannot eliminate these disturbances. These
artifacts can cause much trouble in QRS detection when encounter-
ing QRS-like artifacts. This algorithm adopts an adaptive lter (AT)
to reduce motion artifacts. The resultant signal series, named A(t),
is generated by performing AT operation in the raw series R(t). The
AT expression is

⎧
⎨
⎩

Aecg(0) = R(0)
0 < α < 1, t = 1 · · · N

Aecg(t) = α ∗ Aecg(t − 1)+ (1− α) ∗ R(t)
(3.1)

where α is the balance coecient of AT, which is a key factor
to inuence the performance of the AT lter. If the value of α is
augmented, the previous estimated value Aecg(t – 1) then gives
more proportion in the estimation of current Aecg(t). Thereby, the
achieved A(t) is stable but cannot reveal the changes of ECG signals.
In contrast, if the value of α is diminished, the original value R(t)
then gives more proportion and the achieved A(t) is thus more
dynamic and adaptive to the changes of ECG signals. Hence, the
value of α should be cautiously selected to make A(t) both stable
and adaptive to the changes in R(t). The value of α is set to 0.95
by default in views of the ECG sample frequency in PCC (500 Hz).
Figure 3.8 shows the QRS complex waveform after the adaptive lter
operation with dierent impact factors.
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Figure 3.8. QRS complex waveform after dierent impact factor in the
adaptive lters. See also Color Insert.

Figure 3.9 shows dierent ECG series: (a) is the raw signals
R(t), which are seriously polluted by noises. (b) represents the
reconstructed series RC(t) when ltering the R(t) series by
traditional lters, i.e., notch lter, low-pass lter, and high-pass lter.
The RC(t) series still contain the interferences generally caused
by baseline wandering and motion artifacts. (c) is the adaptive
lter signal A(t) when ltering the R(t) series by AT, which has

Figure 3.9. ECG series after dierent lters.
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better signal quality than RC(t). (d) is the reconstructed signal
RC∗(t) based on the adaptive lter signal A(t). Obviously, in contrast
to the previous reconstructed signal RC(t), the signal RC∗(t) has
better signal quality in which the motion artifacts are eectively
eliminated.

3.4.3.2 QRS complex detection

A new QRS detector has been developed to eliminate noises and
artifacts by exploiting a self-adaptive threshold (SAT) method and
designing state transition recognition (STR) procedure. The SAT
method is used to estimate the peaks of ECG subsegments and
the means of contextual thresholds, which allow estimating the
optimum thresholds in a segment space. The STR procedure traces
the waveform changes of signal series and identies QRS complexes
based on the optimum thresholds and the rules of state transition.

3.4.3.2.1 Diagnostic segment window (DSW) A short-term redun-
dant data (default 5 s) is important in QRS detection. First, this
short-term segment enables the complex contextual correlative
analysis and reduces the interferences of baseline drift. In view of
the low-frequency baseline drift, a short-term segment has fewer
disturbances caused by baseline wandering than long-term signals.
The redundant data enable the QRS detector to identify current
QRS complex by comparing with fore-and-aft QRS complexes.
Furthermore, in view of the unpredictability and variability of
network quality, redundancy is necessary for data retransmission
and network communication.

3.4.3.2.2 Self-adaptive threshold The QRS complexes of AECG have
rapid changes and high potential amplitudes so that the dierential
series D (t) can exactly represent the changes. The QRS signals
have higher absolute amplitudes in a cardiac cycle of the D (t)
series. The solution to QRS detection is to search the optimum
pair-peak for each QRS complex, i.e., the positive and negative
peaks in a cardiac cycle. In Diagnostic Segment Window (DSW),
there are generally multiple pair-peaks because several heartbeats
will occur within 5 s. These pair-peaks make up of a pair-peak
series in a DSW. Based on the pair-threshold extracting from the
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Figure 3.10. Mean of pair-peak series in a diagnostic window.

pair-peaks series in a DSW, the STR procedure is then able to locate
QRS complexes. The absolute amplitude of each peak is generally
greater than the associated absolute threshold in D (t). Furthermore,
since the position oset between the D (t) series and the A(t) series
is constant, we can thus obtain the positions of QRS complexes in
A(t) by locating the complexes in D (t).
The SAT method aims to determine the optimum pair-threshold,

which is estimated from two aspects: the mean of the pair-peak
series in a DSW and the pair-threshold of the previous DSW.
The pair-threshold results from the means of the negative and
positive pair-peaks series in a DSW. In order to accurately estimate
these pair-peaks, the diagnostic segment window is divided into
ve subsegments with the length of 1 s (see Fig. 3.10). Because
the normal heart rate of a healthy adult is 60–100 bmp, each
subsegment thus contains one heartbeat. Since the dierential
signals of QRS complex have the maximum absolute amplitudes in
a cardiac cycle, a pair-peak will indicate a QRS complex and then
can be used to estimate the thresholds. Furthermore, the shorter the
subsegment, the less interference of baseline drift the subsegment
has. A subsegment with the length of 1 s can thus be regarded as a
stationary series.

3.4.3.2.3 QRS location: State transition recognition In view of the
QRS morphology properties in the D (t) series, the complexes
are categorized into two groups: positive and negative. Therefore,
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Figure 3.11. Positive states of a QRS complex in D (t). See also Color
Insert.

dierent states are dened to outline the phases of QRS complex
in D (t). S2∼ S9 represent the positive states of a QRS complex
(see Fig. 3.11); corresponding S20∼ S29 represent negative states.
An adaptive and self-corrected procedure, named STR, is developed
to automatically track the changes of signal series, to correct error
detection, and to record detected complexes. The states transitions
are based on three basic reference lines: the baseline, the positive
threshold, and the negative threshold.

3.4.3.2.4 Feature extraction: geometric analysis method QRS com-
plex has triangular-alike or triangular-component morphological
characteristics (see Fig. 3.12). This chapter thus adopts the geomet-
ric analysis method (GAM) to extract the features of QRS complexes.
GAM has simple operations and low resource consumption, being
able to predict and estimate the key points of QRS complexes
under noisy situations, such as R wave peak, end point of Q wave
(Qt), and onset point of S wave (Si ). Therein, R wave peak can be
obtained from Tpeak 1 or Tpeak 2, and it has mono-peak or poly-peaks.
The measurement and detection phases of Qt and Si points are
illuminated as follows.

• Dening two-level thresholds for left and right sides of R
wave (LH = (1/4)× Vpeak 1, LL= (3/4)× Vpeak 1, RH= (1/4)
× Vpeak 2, RL= (3/4)× Vpeak 2).



Key Technologies of PCC System 65

Figure 3.12. Illumination of geometric analysis method. See also Color
Insert.

• Calculating the intersection points between the threshold
values and complex signals. The slopes of two approaching
lines represent two characteristics of QRS complex: SP
(positive slope) and SN (negative slope).

• Obtaining the duration length of QRS (LQRS) which is the
distance of two intersection points between the baseline
and two approaching lines.

3.4.3.3 AED performance analysis

The AED algorithm has been evaluated on two ECG databases:
MIT-BIH arrhythmia database [56] and CSD database (Clinic STAR
Database). The former contains 48 half-hour excepts of two-
channel ambulatory ECG recordings, and the latter is obtained from
30 patients of C.H.R.U. of Gabriel Montpied’s hospital (Clermont-
Ferrand, France) by using the PCC system named STAR [57]. The CSD
signals are recorded by usingWFDB format as theMIT-BIH Database
one.

Dotsinsky et al. [58] dened four performance parameters to
assess the algorithm eciency (Se: sensitivity and Sp: specicity):
TP (true positive), FP (false positive), FN (false negative), and shifted
SH beats, shown as follows:

Se = TP
TP+ FN+ SH

Sp = 1− FP
TP+ FP

= TP
TP+ FP

(3.2)
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Table 3.1. Performance evaluations of QRS detection algorithms

Se (%) Sp (%)

Afonso et al. [59] 99.59 99.56

Poli et al. [60] 99.60 99.51

Dotsinsky et al. [58] 99.04 99.62

Kaiser et al. [61] 99.68 99.72

Datex-Ohmeda Corp. [62] 99.86 99.88

Millet et al. [63] Alg 1 94.6 98.0

Alg 2 97.3 98.0

Our algorithm 99.43 99.25 98.55 97.94

MIT CSD MIT CSD

Comparing with the performance results of other algorithms listed
in Table 3.1, the overall results of our detection algorithm, 99.37%
sensitivity and 99.68% specicity on MIT-BIH database, 99.67%
sensitivity and 99.74% specicity on CSD database, show the high
sensitivity and specicity. This detection algorithm has minimal
beat detection latency, low computational consumption, and fast
detection ability.

3.5 Conclusion

Currently, the PCC system has been evaluated on 30 patients who
had acute cardiac arrhythmia disturbances at the CHRU of Gabriel
Montpied’s hospital (Clermont-Ferrand, France), shown in Fig. 3.13.
Since patients and cardiologists are located at the same area (at
the hospital) in this application, the PCC system is thus congured
as clinical care state. The local access server is a laptop on which
the real-time cardiac arrhythmias program is installed. The remote
access server and the remote surveillance server are installed in the
same laptop or a standard PC, which connect with the local server
via the local high-speed network. This system supports continuous
remote cardiac arrhythmias monitoring, and the 4-lead ECG signals
are sent directly to the remote surveillance terminal in real timewith
real-time continuous ECG signal operation mode.

The system has also been utilized to evaluate athletes’ cardiac
status during physical exercises, shown in Fig. 3.13. The obtained
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Figure 3.13. Application example of PCC system. See also Color Insert.

results show this system still provides high quality ECG signals and
accurate QRS detection PCC is an ecient system for diagnosing
cardiac arrhythmias. It provides a new clinical approach adapted
to monitor accurately and eciently large scale high-risk patients.
Furthermore, it may be used by cardiologists to remotely monitor
patients, to evaluate the eciency of drugs and to discuss dicult
cardiac pathology cases with other colleagues.

In order to compare with other system, the HP telemetry system
has been applied during PCC evaluation. For each patient, the
evaluation duration is 30min. The evaluation results obtained by the
PCC system and the HP telemetry system are compared, as shown in
Fig. 3.14. Due to the higher sampling frequency, the ECG signals of
our system have better quality than HP ones. Concerning the clinical
o-line cardiac arrhythmia detection, the two systems have similar
results. The evaluation results prove that the PCC system meets
the requirements of real-time cardiac monitoring and diagnosing
application.

In order to improve this system, the following techniques should
be developed: (i) Embedded RTOS (i.e., HEROS [64]) adopts a full
“modularity” design fashion. The system primitives and tasks of
HEROS will be dened as a set of actions. Thus, it may be congured
according to dierent applications. (ii) AED algorithm has been
ported into the local access unit and the remote center server, but it
can be integrated as an ECG diagnostic chip. We are working on the
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Figure 3.14. PCC test and comparision with HP telemetry.

implementation of an intelligent wireless ECG sensor (IWES) [65]
by integrating the algorithm into a VLSI chip. This chip is currently
under evaluation and test on an ALTERA FPGA board.
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Body Area Networks (BANs), known as enabling technology for
many biomedical applications, are composed of body-worn sensor
devices that can provide mobile and continuous monitoring of
the human body. This chapter presents an overview of platform
design strategies for BANs with applications in physical movement
monitoring. First, an introduction to several compelling applications
is given, which shows BAN versatility in both medical and
recreational elds. Applications are important in the sense that they
help in understanding design requirements of the BAN platform.
An architecture of the system, including hardware and software
components, is then described. It is followed by a description of
typical signal processing for movement monitoring applications.
While this type of signal processing ow can be generally used
in movement monitoring applications, in order to take the most
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advantage of the system, the signal processing needs to be custom
tailored for each individual application. An example of this process
is shown based on the Hidden Markov Model (HMM) movement
annotation applications. Finally, the chapter is concluded with
discussion of possible BAN system optimizations. In particular, it is
shown that the energy consumption of the system can be reduced by
using buers to decrease the number of transmissions.

4.1 Physical Movement Monitoring

A BAN system uses several sensor units each equipped with motion
sensors, processing units, and wireless and memory components.
The system aims to collect sensor readings and transform them into
useful information. In order for a wearable system to be successful,
it is required to be comfortable and not introduce any additional
movement constraints. The main deployment objective of any BAN
is to improve its wearability and the ease of use. This idea has a
few consequences. First, it forces sensor units to be powered by
a battery. Using a large energy source would hinder mobility and,
therefore, is not acceptable. Second, wearability concerns rule out
a wired communication scheme because a set of wires all over the
body is not natural and may constrain some human movements.
Finally, reducing the form factor of sensor units is crucial for
wearability. It can be done via reducing the size of the sensor
unit’s components such as the processor, memories, sensors, and
the battery. While technology made a wide leap in reducing the size
of microprocessors, memories, and sensors, the progress in battery
size reduction has not been as fertile [1]. It suggests that currently
the battery size dominates the form factor of the wearable sensor
units. The requirement of the extreme battery eciency motivates
the need for light-weight and highly ecient signal processing
algorithms and optimization techniques. The signal processing,
however, needs to exhibit sucient reliability and sensitivity in
extracting the relevant parameters.

BAN systems are desirable because they provide objective,
quantitative measurements while not restricted to a laboratory
environment. Furthermore, depending on the number and locations
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of the sensing units, BAN systems can vary greatly in the scope of
possible tasks from a general action recognition to extracting a very
specic detail about a movement. This property makes BAN systems
extremely useful in a large set of applications. In particular, they
nd applications in rehabilitation [2], sports medicine [3], geriatric
care [4], gait analysis [5], balance evaluation, [6] and sports training
[7, 8].

4.2 Applications

BANs can collect a wide range of information that monitor dierent
aspects of human life from movement monitoring and emotion
recognition [9, 10] to sports training and leisure applications.
Applications can be divided into two categories, including medical
and nonmedical applications. With traditional health care, patients
are either observed by doctors who rely on personal experience
to identify symptoms and the severity of a condition or have to
be examined in a laboratory environment. With wearable mobile
sensors, however, remote and continuous monitoring the patients
is available. Sports training is another important application area of
BANs. Quantitative feedback provided by wearable sensors can be
used to provide atheletes with better instruction on improving their
gamewithout an involved participation from a human expert trainer.

4.2.1 Medical Applications

An emerging application for BANs involves their use in medical
application. BAN area revolutionizes the health care system by al-
lowing inexpensive, continuous, and ambulatory health monitoring
with real-time capabilities. Using human bio-kinematic monitoring
that provides sensor data as a biometric of body functionality is
of increasing interest since it is noninvasive and can be measured
without subject contact or knowledge. In clinical application, as
therapists increase their emphasis on evidence-based practice,
they must increase the use of objective, quantitative methods to
demonstrate ecacy of their method. For instant, gait analysis is
an proper method for demonstrating change from treatment or
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from disease progression. Gait analysis by means of BANs for the
person with Parkinsons disease (PD) can be used as a tool for
determining the treatment ecacy of pharmacologic, surgical, or
physical therapeutic interventions. In this section, we review some
of the existence methods for gait analysis and Parkinson’s disease
assessment.

4.2.1.1 Gait analysis

In the human action recognition, gait analysis is the systematic
measurement, description, and assessment of those quantities
thought to characterize human locomotion. Through gait analysis,
kinematic and kinetic data are acquired and analyzed to provide
information, which describes fundamental gait characteristics and
which is ultimately interpreted by clinicians to form a medical
assessment.

For the purpose of gait analysis, wearable sensors of the BAN
can be attached at the externor side of the thigh [11]. The hip angle
is dened as the angle between the thigh and gravity direction.
The swing velocity (angular velocity) of the thigh is dened as
v = dθ

dt . Kalman lter is applied to estimate θ and v , which are
key features of the gait cycle. Another proposed method for gait
analysis is a generic algorithm for temporal parameter extraction
called the hiddenMarkov event model based on HMMs. This method
constrains the state structure to facilitate location of key events of
gait [12].

In the context of signal processing, gait recognition experiments
using spectral features in terms of magnitude, phase, and phase-
weighted magnitude show that both magnitude and phase spectra
are eective gait signatures. In [13], authors proposed a gait
recognition approach using spectral features of horizontal and
vertical movement of ankles in a normal walk. They used an
integration of magnitude and phase spectra for gait recognition
using AdaBoost classier. At each round, a weak classier evaluates
each magnitude and phase spectra of a motion signal as dependent
subfeatures, then classication results of each subfeature are
normalized and summed for the nal hypothesis output. Authors
in [14] investigate an ear- worn sensor for the development of a
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gait analysis framework. Instead of explicitly dening gait features
that indicate injury or impairment, an automatic method of feature
extraction and selection is proposed.

4.2.1.2 Parkinson’s disease assessment systems

Many eorts have been made to come up with objective measures
for motor impairment and disability assessment in Parkinson’s
disease. Hoehn and Yahr Clinical staging [15], Webster Rating scale
[16], Columbia University Rating scale [17], the short Parkinson’s
evaluation scale (SPES) [18] and the Unied Parkinson’s Disease
Rating Scale (UPDRS) [19] are a few of them. The UPDRS has become
the gold standard of rating scales for PD detection and assessment
[20], as it is one of the most evaluated and reliable, bearing close
correlation to other widely accepted standards at the same time
[21].

Systems have been designed for PD assessment as described in
[22] and [23] albeit for specic activities like recording tremor and
measuring sleep disorder [24]. In [25], Homann et al. examined
a method to measure bradykinesia and akinesia using nger-tap
test on a computer. Rajaraman et al. [26] demonstrated a 3D
tremor measurement system for comparing tremor across patients
and in measuring the ecacy of therapeutic interventions. Their
system employed 3D electromagnetic position sensors to measure
the actual and cumulative displacement of the tremoring nger.
The tremor frequency and amplitude are estimated using spectral
analysis on the data after low-pass ltering at 15 Hz. Systems for
clinical measurement of tremor have also been demonstrated in
[27] and [28], but unrelated to the assessment of any disease in
particular.

The methods used for the measurements have varied from
electromyography (EMG) [29, 30] to accelerometers [23, 31],
electromagnetic sensors, [26] and custom transducers [22]. Hassan
et al. [32] examines light-weight sensor devices which enable on-
body andmobile health-caremonitoring. Goetze et al. [20] employed
an at-home testing device for testing motor impairment in PD,
which consisted of a dedicated apparatus for conducting the tests.
The device consisted of a testing panel on the base that contains
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a two-key keyboard for nger tapping, two buttons for reaction
time/movement time and repetitive hand tapping assessments, an
eight-peg pegboard, control buttons, and a docking station for an
actiwatch device measuring tremor.

4.2.2 Sports Training Application

Sport training represents the body’s adaptation to conditions of
certain exercises. One can achieve considerable progress in a sport
with the aid of appropriate exercises and training methods [33]. The
biggest challenges of sports training is the evaluation of amovement
and an ability to provide feedback regarding movement’s quality.
Traditionally, these two tasks are performed by a human coach who
uses personal expertise and experience to evaluate exercises and
provide feedback. However, personal coaches are expensive and,
to make training more aordable, often coach multiple students
at the same time, thus diverting attention from detailed diagnosis
of problems of individual students. An automated system that can
assess the overall performance of a learner and pinpoint problem
areas in the learners movements would facilitate performance
assessment, increasing the eectiveness of unsupervised practice.

Traditionally, mechanical training systems [34, 35] have been
used to provide movement feedback. However, these types of
systems lack ne grain details of movements. Authors in [36] use
a motion capture system to record and analyze tennis movements.
They show that alternative forehand and backhand movements
outperform discrete forehand or backhand practices due to the
inertia of the trunk rotation movements between subsequent
strokes. The approach in [37] tracks the movements in rugby
football using close-range or long-range photography. Shoulder
orientation and trunk exion are demonstrated to be signicantly
dierent in experienced players and novices and, therefore, can be
used tomeasure players’ performance and training quality. Amotion
capture system is also used in [38] to design a virtual baseball
training system. In the system, a batter swings a bat toward the
virtual ball, and the trajectory of the swing is used to calculate the
quality of the swing. While these systems tend to perform well,
they require an expensive laboratory setup and, therefore, are not



Applications 81

desirable. A BAN-based solution to sports training is either based
on a solution where sensors are placed in the environment [39] or
embedded within the sports equipment [40].

Overall, there are two areas of interest in sports training. Training
can focus on a precise execution of each movement individually.
Training can also focus on coordination in execution of series of
movements. While these two components are connected, they can
be considered individually. Next two sections demonstrate how BAN
systems can address both of these cases.

4.2.2.1 Golf swing training

The popular sport of golf requires a complicated sequence of
motions to swing the golf club properly with the primary goal of
propelling the golf ball a certain distance in a desired direction.
A repeatable and consistent golf swing can dramatically improve
a golfer’s score. However, this single movement, which has such a
major impact on the player’s overall game, is dicult to master and
execute consistently for players who are new to the sport or have
little experience.

A full swing is a complexmotion of the body aimed at accelerating
the club at great speed. The motion starts at an initial position,
referred to as the address position [41], followed by the swing.
A golf swing can be divided into smaller segments. A general
golf swing model considers a full swing composed of four major
segments: takeaway, backswing, downswing, and follow-through
[42]. Takeaway starts as the rst movement after the address
position and ends when the club is approximately parallel to the
target line and at waist level. The backswing follows the takeaway
and continues until the golf club is lifted to its highest point behind
the player. Following this is the downswing in which the club is
brought back down to hit the ball. After impact with the ball, the
follow-through motion brings the club to its stopping point in front
of the player. Thismodel enablesmore precise analysis of the actions
by reporting the quality of each individual part of the swing.

The goal in achieving a perfect swing is to hit the ball squarely
and straight [43]. This would also give the golfer maximum distance.
Consequently, it is important to investigate actions that prevent
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development of a perfect swing. According to the literature, there
are two kinds of common mistakes new players make, resulting
in a poor shot [41]: wrist rotation and out-of-plane movements. To
simplify the system, a virtual coach can address each one of the
issues individually. For example, the system can focus on evaluating
golf swing in terms of the angle of wrist rotation. This information
can be obtained by placing sensing units on the upper body and arms
to capture signicantmotions during the swing [44] and placing two
sensing units on the golf club to capture its movements [7].

4.2.2.2 Baseball swing training

Baseball batting involves hitting a thrown ball with the primary
objective of transferring maximum force to propel the ball as far
as possible in a desired direction. Numerous baseball players and
coaches have suggested methods for successful batting. A good
swing is the result of a sequence of rotational movements including
foot, knees, hips, shoulder, and hands movements. Generally, the
action of the batter starts in the lower body and moves upward.
Properly performedmotions executed at the right timemaximize the
power of the swing. Major components of a good swing include bat
speed, bat swing plane, and timing. Common mistakes include late
rotation of lower body, back shoulder dip, and drifting of the front
foot. Late movement of the foot and hips impairs the swing timing.
Dropping the back shoulder aects the bat plane so as the bat does
not pass through the strike zone horizontally, decreasing the chance
of a successful hit. Drifting refers to improper weight transfer from
the back foot to the front foot. One consequence is losing power in
the hips, which decreases the bat speed at impact. Therefore, proper
weight transfer necessitates coordination between dierent body
segments during the swing.

The considered swing model emphasizes three major events: 1)
Rotation of the lower body (feet, knees, hips) toward the pitcher,
2) rotation of the upper body into the swing, and 3) the swing of
the arms and hands toward the pitcher. These key events should be
executed in a specic and overlapping sequence. The coordination
is extremely important as it ensures that the maximum power from
arms, shoulders, and hips is delivered exactly as the bat crosses the
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plate [45]. In order to recognize movement coordination, sensing
units placed on the ankle, hip, upper body, and the bat have to
identify body movements and their timings. It can be achieved
with detailed body, choreography modeling with motion transcripts
introduced in [8].

4.3 Hardware and Software Architecture

The purpose of an action recognition system is to classify
transitional movements into pre-dened actions. Given a set of
movements, the system must distinguish between every pair of
motions. These sensors capture inertial information from physical
movements. An example platform used to generate data and achieve
results in this chapter is shown Fig. 4.1. The system consists of
several sensor units; each has a tri-axial accelerometer, a bi-axial
gyroscope, a microcontroller, and a radio. In this specic setup, the
accelerometers are LIS3LV02DQ with 1024 LSb/g sensitivity. The
IDG-300 gyroscopes have 2 mV/◦/s sensitivity. The processing unit
of each node, ormote, can sample sensor readings at certain rate and
transmit the data wirelessly to a base station. A common protocol

Figure 4.1. (a) A sensor node composed of processing unit and custom-
designed sensor board. The motion sensor board has a triaxial accelerome-
ter and a biaxial gyroscope Sensor node and subject (b) A subject wearing
nine sensor nodes. See also Color Insert.
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for this transmission is Time Division Multiple Access (TDMA). For
the purpose of action recognition, authors of [46] use the TelosB
motes [47], which are commercially available from XBow R©. The
sensor board they use is predominantly a custom designed with an
integrated Li-Ion battery that powers both sensor board and mote
as shown in Fig. 4.1a. The sensor nodes can be placed on dierent
locations on the body to capture movements of their subjects.
Figure 4.1b shows a subjectwith nine nodes placed on dierent body
segments.

Signal processing for body sensor network usually comprises
multiple levels of data abstraction, from raw sensor data to data
calculated from processing steps. SPINE (Signal Processing in Node
Environment) [48] is a software framework that aims to enable
ecient implementations of signal processing on sensor nodes
in BAN. SPINE is a framework for distributed signal processing
founded on the following principles:

Open source: SPINE is developed as an open source project
to establish a broad community of users and developers that
contributes to extend the framework with new capabilities and
applications.

Interoperability through APIs: SPINE provides local and remote
applications with lightweight Java APIs that can be used by local
and remote applications to manage the sensor nodes or issue
service requests, and are easily portable to devices of various
capabilities, such as PCs or mobile phones, that can be used as BAN
coordinator.

High-level abstractions: SPINE provides libraries of protocols,
utilities, and processing functions; hence, it simplies the task
of application developers by raising the level of abstraction. The
layer dened by the SPINE libraries allows designers to focus
on application-specic issues and program at a higher level of
abstraction than TinyOS.

Distributed implementations of classication algorithms: SPINE
simplies the development of applications that require complex
signal processing algorithms and classiers. For example, SPINE
supports distributed implementation of classication algorithms
to reduce the amount of data to be transmitted and save
energy.
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Figure 4.2. SPINE 1.0 Network Architecture [48].

SPINE relies on a BAN architecture with star topology, including
one or more sensor nodes and a BAN coordinator node. The
coordinator typically manages the BAN, collects and analyzes the
data received from the sensor nodes, and acts as a gateway to
connect the BAN with wide area networks for remote data access.
Figure 4.2 visualizes a typical architecture with star topology.

4.4 Signal Processing for Body Area Networks

Figure 4.3 shows several processing tasks typically used for signal
processing and action recognition in BANs. Each processing block is
described as follows.

Sensor data collection: Data is collected from all of the sensors
on each of the nodes at a specied frequency. The sampling rate
can be empirically chosen to provide sucient resolution while
compensating for bandwidth constraints of the system [49], or it
can be determined to satisfy the Nyquist criterion [50]. Usually,
a 20 samples per seconds would provide ne details of human
movements [51].

Preprocessing: Data is ltered with a small window moving
average to remove high frequency noise. The number of points used
to average the signal can be chosen by examining the power spectral
density of the signals. The lter is required to remove unnecessary
motions (e.g., tremors) while maintaining signicant data. With
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Figure 4.3. Signal processing ow.

these objectives, authors in [52] test several moving average lters
with varying window sizes and choose the lter that best satises
the aforementioned requirements.

Segmentation and annotation: Segmentation algorithms divide
continuous data streams into discrete time intervals of the type
expected by the information processing step, while annotation
algorithms locate and label specic events. To enable real-time
movement monitoring, an automated method is required.

Feature extraction: Statistical and morphological features are
extracted from the signal segment. For example, sensor readings
can be transformed into a set of informative attributes, including
mean, start-to-end, standard deviation, peak-to-peak amplitude,
RMS power, median, and maximum value.

Per-node classication: Each node uses the feature vector
generated during feature extraction to determine the most likely
action. Due to its simplicity and scalability, k-Nearest Neighbor (k-
NN) [53] is a widely used classier [54].

Final classication: The nal decision can be made using either
a data fusion or a decision fusion scheme. In the data fusion,
features from all sensor nodes are fed into a central classier. The
classier then combines the features to form a higher dimensional
feature space and classies movements using the obtained features.
In the decision fusion, however, each sensor node makes a local
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classication and transmits the result to a central classier where
a nal decision is made according to the received labels.

In Section 4.5, we focus on the human movement annotation.
Many movement models divide an action into several parts. In
sports, many swings can be divided into phases. The golf swing
is separated into takeaway, backswing, downswing, and follow-
through portions [55]. In walking, the human stride is marked
by several events such as initial stance (the foot placed on the
ground), mid-stance, initial swing (the foot has just been lifted from
the ground), and mid-swing, which repeat indenitely [56]. These
divisions can be used directly. For instance, high standard deviation
of stride time during walking is indicative of Parkinson’s disease or
Huntington’s disease and can be used to assess the risk of falling
[57, 58]. We introduce a model based on HMMs that divides walking
into aforementioned events. Inertial sensors provide movement
data directly; therefore, these events can be found by looking for
patterns in the sensor data.

4.5 An Automatic Parameter Extraction
Method Based on HMM

Humanmovement models often dividemovements into parts. These
parts are often divided based on key events, also called temporal
parameters.When analyzing amovement, it is important to correctly
locate these key events, and so automated techniques are needed.
There exist many methods for dividing specic actions using data
from specic sensors, but for new sensors or sensing positions, new
techniques must be developed. To address this problem, this section
introduces a generic method for temporal parameter extraction
called the HiddenMarkov EventModel based onHMMs. Thismethod
can be quickly adapted to new movements and new sensors/sensor
placements. This method is validated on a walking dataset using
inertial sensors placed on various locations on a human body. The
technique is designed to be computationally complex for training,
but computationally simple at runtime to allow deployment on
resource-constrained sensor nodes.
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4.5.1 HMEM Training and Use

The Hidden Markov Event Model (HMEM) is the name of the
introduced key event labeling system, which uses an HMM with a
specic state structure and a modied training procedure designed
to nd key events. The model also adds a feature selection and
model parametrization system based on Genetic Algorithms (GAs).
The HMEM makes several assumptions about the underlying data:
1) there are a number of dierent event types, 2) the events always
occur in a specic order and for cyclical movements they repeat,
3) every single event type is represented in every action, and 4)
there are a number of unlabeled samples between two adjacent
events.

A traditional pattern recognition technique used for time-varying
signals is the Hidden Markov Model. A basic HMM describes a
discrete-time Markov process. At a particular moment the process
is in just one state. At xed time intervals, the process produces
an output and then transitions to another state (or remains in
the current state). The transitions and outputs are probabilistic
and based exclusively on the present state. The process generates
a sequence of outputs, and a corresponding sequence of states.
The states cannot be directly observed, and are thus hidden. An
HMM is completely described by initial state probabilities, state
transition probabilities, and output probabilities. Algorithms exist
to 1) build an HMM to describe a given set of output sequences, 2)
choose which of several models best describe an output sequence,
3) nd the most likely current state of an HMM given the output
sequence up until now, and 4) the most likely state sequence
associated with a particular output sequence for a specied HMM
[59, 60].

For a general HMM, it is possible for any state to transition to
any other state. This is called an ergodic model. Another variant
is to enforce a specic ordering for the states: each state can only
transition to itself or state to the “right” of it in the ordering. This is
called a left-right model [60].

Each key event can be represented by a unique state. Ideal events
occur at a specic time but have no duration. However, given the idea
that the key event might be associated with unique features in the
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Figure 4.4. HMEMmodel and structure. See also Color Insert.

observation sequence, the key event state should have a one-sample
duration. TheHMEMencodes this concept into anHMMby removing
the self-transition from states associated with key events, forcing a
transition after one sample. The samples between key events are
represented by transition states which support both self-transitions
and forward-transitions, as seen in Fig. 4.4 states are grouped into
cohorts, which start with a key event state and end with the last
transition state before the next key event state. For any observation
sequence in the training data, the positions of the key event states
are known. This means that training each cohort independently is
identical to training the whole system at once.

4.5.2 Overview

There are several stages required to train the HMEM as shown in
Fig. 4.5.

Figure 4.5. HMEM training procedure.
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4.5.2.1 Preprocessing and feature extraction

The signal is ltered with a moving average lter to remove high
frequency noise. Then it is normalized by subtracting a large-
window mean and dividing by a large-window standard deviation.
Several parameters representing the action data inside the signal,
referred to as features, are extracted at each sample. These features
are further quantized with a 10-level uniform quantizer based on
the range of the features in the training data [10].

4.5.2.2 HMM training

The HMM is eectively a nite state machine with probabilistic
transitions and certain emission probabilities. These probabilities
must be specied as part of the mathematical model dening
an HMM. The exact locations of all key event states and what
observations they emit are known from the annotations in the
training data. However, the number of transition states and their
transition and emission probabilities are unknown and must be
trained. There are several well-known techniques for training
HMMs, including Baum-Welch and Viterbi Path Counting [59, 61].

The training data is segmented using the canonical annotations.
Each cohort is trained independently using a set of segments that
start with a sample that should be labeled with the cohorts event
and end just before the next labeled event. According to this model,
the rst state must be the cohort’s event state, and the last sample
must be associatedwith the last transition state in the cohort. During
training, it is important to make sure that all considered paths meet
this constraint. Viterbi Path Counting produces a single path for
each event that can be edited to meet the constraints if necessary,
while Baum-Welch can also be constrained in this way, VPC is much
faster, which is important given the already high training times.
This feature is one of the primary reasons for choosing VPC over
Baum-Welch. The details of the training process are discussed in
Section 4.5.3.

4.5.2.3 Parametrization and feature selection

HMMs are trained to represent a process, not to minimize
segmentation error. It is possible to explicitly attempt to increase
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classication accuracy by choosing model parameters with that goal
in mind. A genetic algorithm with uniform crossover is used to train
the model. The population tness is evaluated using the training
model, and then at the end, the model that gives the best results for
the cross-validation data is selected. Further discussion follows in
Section 4.5.4.

4.5.3 HMM Training and the Viterbi Algorithm

A Markov process has N states S = {s1, s2, · · · , sN }, and can emit
M observations X = {x1, x2, · · · , xM }. For a given observation
sequence OT = (o1, o2, · · · , oT ) with T observations, there is a
corresponding state sequence Q (T ) = (q1, q2, · · · , qT ). The HMM
λ = {π, A, B} is dened by three sets of probabilities: initial state
probabilities π = {πi |πi = P (qo = si )}, state transition probabilities
A = {ai j |ai j = P (q = s j |qprev = si )}, and observation probabilities
B = {bj (k)|bj (k) = P (o = xk|q = s j )}.

The most common training algorithm is the Baum-Welch algo-
rithm [59], however a newer algorithm, the Viterbi Path Counting
(VPC) algorithm is more appropriate for this work [61]. Both
algorithms follow the training procedure shown in Algorithm 4.1.
They start with a xed number of states and an initial set of model
parameters, then extract probabilistically weighted state sequences

Algorithm 4.1 HMM Training Procedure

Require: λ0, ˆ = {O 1
(T1), O

2
(T2), · · · , O Y

(TY )}
1: λ ← λ0

2: for i ← 1 to K do {estimates from ˜}
3: ˜ ← ∅
4: for all O (T ) ∈ ˆ do
5: Q (T ) ← collect weighted state sequences using λ

6: ˜ ← ˜ ∪ Q (T )

7: end for
8: π̄i = number of times in state si at time 1

number of times at time 1

9: āi j = number of transitions from state si to state s j
number of transitions from state si

10: b̄ j (k) = number of times in state s j observing symbol xk
number of times in state s j

11: λ ← {π̄, Ā, B̄}
12: end for
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using the model parameters. Next, the transition and emission
probabilities are updated based on the transitions and observations
associated with each state sequence. The initial model is updated
with these new probabilities. This process repeats until some
desired level of convergence is reached. It will implicitly converge
to a local minima.

The key to VPC is extracting the most likely state sequence.

Q (T )max = arg max
Q (T )∈ST

P

Q (T ), O (T )


(4.1)

A dynamic programing algorithm, called the Viterbi algorithm [59],
solves this problem. Using the most likely state sequence extracted
using the Viterbi algorithm, the transition and emission probabilities
are found simply by counting the occurrences in all the most
likely state sequences for each observation sequence in the training
set. Since every conhort is trained individually, each observation
sequence is a sequence starting on the key event and ending right
before the next key event.

Maximizing the probability is equivalent to maximizing the log
probability; therefore, we use log probabilities to prevent numerical
underow and facilitate faster computing. The order of the Viterbi
algorithm for a left-right model with independent features is
O (Viterbi) = O (T xN) · O (Prest), where O (Prest) is the order of
algorithm required to estimate probability. This order is constant
time for the state transition probability, but based on the number
of features for the observation probability estimation. This means
O (Viterbi) = O (T xNx| F |).

4.5.4 Feature Selection and Model Parametrization Using
Genetic Algorithms

The choice of whether or not to include each feature and the choice
of the number of transition states for the cohorts are all tunable
parameters of the HMEM. The feature selection  = {ψk|ψk ∈
{0,1}, i = 1, . . . , |F |} represents a choice of which features out of
an exhaustive list are to be included and which are to be discarded.
The number of selected features is || = 

k
ψk. Feature k is selected

if ψk = 1 and is discarded if ψk = 0. The other parameter is
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the number of transitions states for each cohort,  = {ωe|ωe ∈
{1, . . . ,5}, e = 1 . . . E }, where E is the number of key events. The
full HMEMmodel is represented by λH M EM = {λH MM ,,}.

In essence, parametrization consists of choosing several good
models based on one or more objective functions applied to the
training set. These models are then compared against each other
using the same objective function(s) applied to the cross-validation
set. The best model on the cross-validation set is chosen. Because
the cross-validation set exclusively contains data from subjects not
in the training set, generalizability of the models to new subjects is
improved. Genetic algorithms are used to generate the list of “good”
models.

4.5.5 HMEM Application Procedure

After the HMEM is trained, it can be used to nd key events in
a data stream for the movement it has been trained on. The data
ow for the algorithm is shown in Fig. 4.6. First, the data is ltered
using the procedure described above, then features are extracted
and quantized. Next, the feature selection is applied, and nally the
most likely state sequence is extracted using the Viterbi algorithm.
The annotation converter nds all the event states in this sequence
and outputs an ordered set where each element consists of a time
and event label.

4.5.6 Experimental Analysis

The results discussed in this section are based on an experiment
reported in [62] and the node placement as described in Section 4.3.

Figure 4.6. Application of the HMEM as described in Section 1.5.5.
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The results are reported with precision (P), recall (R), Quality
(RMSE). The rst and last annotations were ignored because the
algorithm needs context to determine annotations, and we are
interested in the steady-state performance only. We show error for
each mote using just the accelerometer readings, look at per-subject
error for a poor performing sensor node, and a well-performing
sensor node.

4.5.6.1 Examination of per-subject error

One of the goals of the HMEM system is good generalization to
new subjects. Table 4.1 shows per-subject error for the sensor on
the right thigh. Initially subjects two to four were in training, ve
to seven in cross validation, and eight and nine in test. However,
subjectsve and seven havewalking patterns that dier signicantly
from the others, but are similar to each other. Therefore, subjects
four and ve were exchanged. It is likely that with a larger dataset
the system could generalize better to such subjects. All the results
are shown from the portion of the subjects’ data that was in the test
dataset.

The sensor on the right thigh, as shown in Table 4.1, performs
well. Subjects eight and nine perform a little worse than subjects in
the training and cross-validation sets. The worst per-subject error
comes from subjects ve and seven. The reason for this is not
entirely clear. The use of the GA does not signicantly reduce the
discrepancy in per-subject error. Since the nal selection criteria

Table 4.1. Subject error for R thigh with Accel and TP
Default (132 Features) GA (38 Features)

Subject P R RMSE P R RMSE

Sub 2 Train 100 100 1.44 100 100 1.62

Sub 3 Train 100 100 1.33 100 100 1.11

Sub 4 Cross 100 100 1.36 100 100 1.38

Sub 5 Train 100 100 3.54 100 100 3.43

Sub 6 Cross 100 100 1.03 100 100 1.02

Sub 7 Cross 100 100 3.25 100 100 3.09

Sub 8 Test 100 100 1.74 100 100 1.76

Sub 9 Test 100 100 1.55 100 100 1.66
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Table 4.2. Cross-validated subject error (R thigh)

Subject P R RMSE Fsel

Sub 2 100 100 1.47 6.7

Sub 3 100 100 1.38 8.7

Sub 4 100 100 1.68 4.7

Sub 5 99.8 99.8 3.55 4.7

Sub 6 100 100 1.20 6.7

Sub 7 100 100 3.09 28.7

Sub 8 100 100 1.52 10.7

Sub 9 100 100 1.59 16.0

for the solution is minimum total error, not minimum worst-case
subject error, this is not surprising.

Manual partitioning of the data into training, cross-validation,
and testing sets can articially bias the results. Therefore, we
performed an experiment for each subject where the subject was
placed exclusively in the testing set, and the training and cross-
validation sets were selected randomly from the remaining subjects.
The results shown in Table 4.2 are the average of three tests
after the GA. These results demonstrate that the model has good
generalization to many subjects, but performs poorly on some.

4.6 System Optimizations

In Section 4.1 we discussed some of the constraints of the BAN
systems. It was pointed out that energy constraint dominates the
wearability of BAN systems. In general, energy can be used for local
computation and communication. Previous studies of embedded
sensor nodes have shown that data communication is expensive in
terms of energy consumption, whereas data processing is relatively
inexpensive [63].

The energy cost of the system can be improved in multiple ways.
First, communication protocols used in embedded devices tend to be
very general. Protocols, such as ZigBee [64], do not take advantage of
the BAN specic features such as node proximity, data requirements,
and signal processing ow. For example, due to proximity of the
sensor units on the body, it may not be required for the radio to
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operate at full range. Sensors nodes can be optimized to operate at
the minimum required range to save energy. Second, not all of the
sensor nodes may be required to contribute to a given computation.
If that is the case, then the system can be optimized to select only
required nodes at any given time. Finally, the signal processing
technique can explicitly address the energy problem by selecting
less expansive operations. In the following section, we describe how
in the case of applications that do not have hard data deadlines it
is possible to optimize energy expenditure of the communication
system.

4.6.1 Burst Communication

Most BAN applications have specic signal processing requirements
as can be seen in Section 4.2. The typical signal processing ow
involves several processing blocks, which may require collaboration
among the sensing units. Intensive signal processing may require
a lot of inter-node communication. Frequent inter-node commu-
nication leads to increased energy consumption. Therefore, if an
application does not have a strict deadline, transmissions in short
bursts at a high bit rate can help minimize transmission energy per
bit [65].

4.6.1.1 Task graph

The signal processing model described earlier is usually imple-
mented in a distributed manner over a BAN. Information ow
across the network can be represented with a task graph model.
In a system of n sensor nodes, task graph is composed of n
subgraphs connected through inter-node links. Each subgraph
represents static information dependencies within a node as shown
in Fig. 4.7, where uRi , uSi , u

F
i , and uCi denote sensor reading and

Figure 4.7. Intra-node task subgraph.
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preprocessing, segmentation, feature extraction, and classication
blocks, respectively.

Given a set of n sensor nodes, intra-node task subgraph for
node si is dened by G i = (Vi , Ei ), where Vi is the set of four
vertices and Ei is the set of four edges. Each vertex, denoted by
uμ
i , corresponds to a processing unit, and each edge is denoted by
eμη
i i (μ, η ∈ {R, S, F , C }) representing intra-node dependencies.
Inter-node links that represent dependencies across sensor nodes
are used to connect subgraphs and form a task graph. An inter-
node link is determined according to dependencies induced by
application.

Given a set of n sensor nodes s1, . . . , sn and inter-node dependen-
cies, task graph G = (V , E ) is formed by connecting n intra-node
task subgraphs G 1, . . . , G n through dependency links Eb dened by
application criteria. The set of edges E is given by

E = Ew ∪ Eb (4.2)

where the set of intra-node edges Ew is given by

Ew =
n⋃

i=1
Ei i = 1, ..., n (4.3)

and the set of vertices V is dened by

V =
n⋃

i=1
Vi i = 1, ..., n (4.4)

where each Vi is the set of vertices within subgraph G i .
As an abstract example, Fig. 4.8 shows a task graph for a network

of two sensor nodes where processing units are connected through
ve inter-node dependency links.

Figure 4.8. Sample task graph with ve internode links.
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In the context of the task graph, the idea behind using buers
is to transmit the maximum amount of data on the inter-node links
in short time intervals. The large number of data blocks produced
by each processing unit is stored locally and is transmitted using
available bandwidth. This would conform to real situations of health
care systems where physicians are interested in receiving reports
on daily activities rather than immediate reports. By assuming no
immediate deadlines in the system, individual buers on each link
are maintained and the data blocks are transmitted separately for
each inter-node link. The optimization problem can be dened as
follows:
Optimization Problem: Given task graph G , each inter-node link
eμη
i j is associated with a number x

μη
i j denoting the number of actions

for which data blocks produced by the source unit uμ
i are buered

prior to every transmission. The objective is to nd values xμη
i j

that minimize the number of transmissions subject to memory
constraints on nodes.

4.6.1.2 Problem formulation

Given the task graph G as described earlier, let aμη
i j be a binary that

represents existence of inter-node links and is given by

aμη
i j =

{
1, if si and s j are dependent through u

μ

i and u
η

j

0, otherwise
(4.5)

and let dμ
i be another binary denoting whether or not a processing

unit is slower than its predecessor.

dμ
i =

{
1, if rμ

i < rμ−1
i

0, otherwise
(4.6)

The number of actions A occurred at action rate k during time period
T is given by

A = k× T (4.7)

and the number of transmissions can be calculated by

Z =
∑

i, j

A
aμη
i j

xμη
i j

(4.8)
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The total size of the intra-node buersWi for node si is given by

Wi =
∑

μ

bμ
i (4.9)

and the total size of the inter-node buers for node si is determined
by

Bi =
∑

μ

(max
j,η
(aμη
i j b

μ
i x

μη
i j )+max

j,η
(aημ

j i b
η
j x

ημ
j i )

+ max
j,η
(aημ

j i b
μ−1
j xημ

j i )) (4.10)

and the total size of delay buers for node si is given by

Di = T
∑

μ

dμ
i ((r

μ−1
i − rμ

i )b
μ−1
i +

∑

j,η

aημ
j i b

η
j ) (4.11)

Let Mi be the size of the memory on node si . The problem of
minimizing the number of transmissions can be formulated as a
convex optimization problem as follows:

Min Z (4.12)

subject to

Wi + Bi + Di ≤ Mi ∀i ∈ {1, ..., n} (4.13)

xμη
i j ∈ Z+ ∀i, j,μ, η (4.14)

The non-linear constraints due to themax functions in Eq. (4.10)
can be transformed into linear equations by expanding every
function over all values taken by the function. The integrality
condition (4.14) can be relaxed to solve the problem using common
convex programming tools.

xμη
i j > 0 ∀i, j,μ, η (4.15)

The solution obtained due to integrality relaxation will not carry
the optimality condition, but it is possible to nd a lower bound
on the size of memory for which the result is optimal. For each
sensor node si , the integer relaxed convex optimizationnds optimal
solutions for memories of size

Mi −
∑

μ

(1− ε)αμ
i β

μ
i γ

μ
i (4.16)
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where

α
μ
i = aμη

i j b
μ
i s.t. j, η = argmax

j,η
(aμη
i j b

μ
i x

μη
i j )

β
μ
i = aημ

j i b
η
j s.t. j, η = argmax

j,η
(aημ

j i b
η
j x

ημ
j i )

γ
μ
i = aημ

j i b
μ−1
j s.t. j, η = argmax

j,η
(aημ

j i b
μ−1
j xημ

j i )

(4.17)

Inter-node buers assigned to each processing unit can have at
most three components as given in Eq. (4.10). Integer relaxation
would increase size of each optimal buer associated with xμη

i j by
factor 1− ε of the unit data (αμ

i ,β
μ
i ,γ

μ
i ).

4.6.1.3 Experimental results

The results discussed in this section are based on the experiment
reported in [66]. During the experiment three communication
networks are considered. Each network is based on a particular
signal processing requirements, which dene specic inter- and
intra-connection networks. For each network, Table 4.3 shows the
number of network transmissions required, including the number
of packets exchanged with and without using the buer approach
and highlights the improvement of applying buers.

Based on the results in Table 4.3, a few conclusions can be made.
In addition to communication simplication, the approach can
reduce the communication coordination and enhance the system
lifetime. Since the considered metric is based on the number of
packets, it is independent of the communication protocol. However,
the choice of packet size is important for the system. A larger

Table 4.3. Number of transmissions for dierent communication net-
works

# Packets

Conguration Action Rate (H z) Without Buer With Buer Improvement

1
1.8 185760 74485 59%

0.0167 1440 80 94%

2
1.8 46440 31226 32%

0.0167 1440 153 89%

3
1.8 69660 37297 46%

0.0167 1440 17 98%
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packet size would enhance energy per bit transmitted ratio. Finally,
the discussed solution assumes that buers are preallocated for
a particular implementation. An approach that would dynamically
update the buer size to accommodate for the system requirements
at any given time would be potentially more benecial.
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To develop applications based on wireless body area networks
(WBANs), either low-level or high-level programming approaches
can be adopted. Low-level approaches are based on low-level
APIs (application programming interfaces) oered by sensor
platforms, whereas high-level approaches are based on high-level
programming models and frameworks that facilitate programming
and increase productivity. This chapter proposes a high-level
approach based on the agent-oriented programming model to
exibly design and eciently implement signal processing in-
node environments supporting WBAN applications. The approach
is exemplied through a case study concerning a real-time human
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activity monitoring system, which is developed through two
dierent agent-based frameworks:MAPS (Mobile Agent Platform for
Sun SPOT) and AFME (Agent Factory Micro Edition). A comparison
of the eectiveness and eciency of the developed systems is nally
presented.

5.1 Introduction

Wireless sensor networks (WSNs) are currently emerging as one
of the most disruptive technologies enabling and supporting next
generation ubiquitous and pervasive computing scenarios [24].
WSNs are capable of supporting a broad array of high-impact
applications in several domains such as disaster/crime prevention,
military, environment, logistics, health care, and building/home
automation. WSNs applied to human body monitoring are usually
called wireless body area networks (WBANs) [29]. WBANs are
conveying notable attention as their real-world applications aim at
improving the quality of life of human beings by enabling continuous
and real-time, non-invasive medical assistance at low cost. Health
care applicationswhereWBANs could be greatly useful include early
detection or prevention of diseases, elderly assistance at home, e-
tness, rehabilitation after surgeries, motion and gestures detection,
cognitive and emotional recognition, medical assistance in disaster
events, etc.

However, programming WBAN applications is a complex task
due to the hard constraints of wearable devices in terms of limited
resources (computing power, memory, and communications) and
due to the lack of proper and eective software abstractions. To
deal with these issues, several software frameworks have been
developed such as CodeBlue [18], Titan [16], and SPINE [12, 9]. They
aim at decreasing development time and improving interoperability
among signal processing intensive applications based on WBANs
while fullling eciency requirements. In particular, they basically
rely on a star-based network architecture, which is organized into
a coordinator node and a set of sensor nodes. Moreover, they are
developed in TinyOS at the sensor node side and in Java at the
coordinator node side.
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Apart from the adoption of software frameworks, we believe
that the exploitation of the agent-oriented programming paradigm
to develop WSN applications could provide more eectiveness as
demonstrated by the application of agent technology in several key
application domains [8, 17]. In this chapter, we, therefore, propose
high-level, agent-oriented design and agent-based implementation
to support the development of WBAN applications. In particular,
the approach is applied in the context of a real-time human
activity monitoring system through two dierent Java-based agent
platforms running on the Sun SPOT sensor platform: MAPS (Mobile
Agent Platform for Sun SPOTs) [4, 2] and AFME (Agent Factory
Micro Edition) framework [21]. The system architecture relies on
a typical star-based WBAN composed of a coordinator node and
two sensor nodes, which are located on the waist and the thigh
of the monitored human being, respectively. The coordinator is
based on an enhancement of the Java-based SPINE coordinator [12,
27] and allows conguring the sensing process, receiving sensed
data features, and recognizing predened human activities. Each
sensor node executes either a MAPS-based agent or an AFME-based
agent that performs sensing of the on-board 3-axial accelerometer
sensor, computation of signicant features on the acquired data,
and aggregation and transmission of features to the coordinator.
Finally, a comparison between theMAPS-based and the AFME-based
implementations is discussed.

This chapter is organized as follows. Section 5.2 describes
a reference architecture for WBAN applications from network
and functional perspectives. Section 5.3 details and compares
the state-of-the-art on signal processing in-node frameworks and
applications based on TinyOS for the development of WBAN
applications: CodeBlue, Titan, and two versions of SPINE. In
Section 5.4, the most known available agent-oriented platforms
for developing WSN-based applications are described. Section 5.5
presents an agent-oriented approach for the construction of WBAN
applications, whereas Section 5.6 exemplies it by describing the
implementation and evaluation of an agent-based, real-time human
activity monitoring system through aforementioned dierent agent
platforms. Finally conclusions are drawn and future research
delineated.
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5.2 A WBAN Reference Architecture

The network architecture of the reference WBAN for signal process-
ing is organized into multiple sensor nodes and one coordinator
node according to the scheme reported in Fig. 5.1. The coordinator
manages the network, collects, stores, and analyzes the data
received from the sensor nodes, and also can act as a gateway to
connect the WBAN with other networks (e.g., Internet) for remote
data access. Sensor nodes measure local physical parameters and
send raw or preprocessed data to the coordinator. In this system,
sensor nodes only communicate with the coordinator according to
the star network topology.

The software architecture of the system consists of two main
components installed, respectively, on the coordinator (e.g., a PC or
a smartphone) and on the sensor nodes. Figure 5.2 shows a schema
of the software architecture from a functional point of view.

At the coordinator side, an interface to theWBAN,which is placed
between user applications and the hardware and software host
platform, is made available. User applications manage the WBAN
through a system API. The top level of the software architecture
at the coordinator allows registered applications being notied
of the following events generated by the WBAN: discovery of
new nodes, sensor data communication, node alarms, and system
messages such as low battery warnings. Commands issued by user
applications and network-generated events are, respectively, coded
in lower-level messages and decoded in higher-level information by

Figure 5.1. WBAN reference network architecture.
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Figure 5.2. WBAN reference software architecture.

the host communication manager according to a specic over-the-
air protocol. This component handles the generation and reception
of messages and is interfaced with specic software components
of the host platform to access the physical radio module to
transmit/receive messages to/from the sensor nodes.

At the sensor node side, the software architecture provides:
(i) abstractions of hardware resources such as sensors and the
radio, (ii) a default set of ready-to-use common signal processing
functions, and (iii) a exible and modular architecture to be
customized and extended to support new physical platforms and
sensors and introduce new signal processing services. In particular,
the Node Communication Manager acts as the counterpart of the
Host Communication Manager. The Sensor Controller manages and
abstracts the sensors on the node platform, providing a standard
interface to the diverse sensor drivers. Specically, it is responsible
for sampling the sensors and storing the sensed data in properly
dened Buers. The Node Manager is the central component of
the sensor node side, responsible of recognizing the coordinator
requests and dispatching them to the proper components. Finally,
the Processing Manager oers core processing services, which can
be enriched by user-dened services.

5.3 Software Frameworks for Programming WBANs

WBAN applications can be mainly implemented according to the
following approaches: (i) application-specic code, which aims at
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Table 5.1. Comparison among dierent approaches for WBAN
application development

Approaches/ Application- Domain-specic General-purpose

Features specic code framework middleware

Code Reusability • •
Rapid prototyping • •
Ease of debugging • •
Code eciency • •
System interoperability • •
Specic support to exible •
sensing operations

Specic support to in-node •
signal processing

developing a WBAN application by using the low-level API provided
by the sensor node platform; (ii) general-purpose middleware, which
provides a high-level distributed framework for programming WSN
applications for distributed signal processing; (iii) domain-specic
frameworks, which aims at supporting specic development of
WBAN applications according to a reference architecture. Table 5.1
reports the characteristics of the three approaches: code reusability,
rapid prototyping, ease of debugging, code eciency, system
interoperability, specic support to exible sensing operations, and
specic support to in-node signal processing. In the following,
specic applications and frameworks belonging to such approaches
are described.

Most of the previous research eorts on WBANs were focused
on proof-of-concept applications with the aim to demonstrate the
feasibility of new context-aware algorithms and techniques, e.g.,
for recognition of physical activity or prompt detection of heart
diseases, considering issues like power consumption and also
radio channel usage but not taking into account code reusability
and modularity. In reference [22], a method for physical activity
monitoring is presented, which is able to detect body postures and
periods of walking in elderly persons using one kinematic sensor
attached to the chest. In reference [13], wearablemotion sensors are
used to guide post-stroke rehabilitation bymodels to predict clinical
scores of motor abilities. In reference [23], activity recognition
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is improved by integrating wearable sensors with ambient blob-
based vision sensor data. Another physical activity recognition
system based on wearable devices is presented in reference [19].
In reference [15], it is discussed in detail the interesting issue
of developing a personal activity recognition system, which is
based on data coming from a single body location regardless
of the specic sensor location and able to work with dierent
individuals. The system can be further personalized to enhance
the activity recognition accuracy. Finally, the most exhaustive eort
on activity recognition based on wearable sensors is presented
in reference [5]. All these research eorts have been focused on
ecient application-specic solutions rather than on the denition
of reusable frameworks facilitating the development of WBAN
applications.

The rst important solution provided to dene a general
platform able to support various WBAN applications is CodeBlue
[18]. CodeBlue is a framework running on TinyOS specically
designed for integrating wireless medical sensor nodes and other
devices. CodeBlue allows these devices to discover each other,
report events, and establish communications. CodeBlue is based
on a publish/subscribe-based data routing framework in which
sensors publish relevant data to a specic channel and end-user
devices subscribe to channels of interest. It includes a naming
scheme, a multi-hop communication protocol, authentication and
encryption capabilities, location tracking, and in-network ltering
and aggregation. CodeBlue provides end-user devices with a query
interface for retrieving data from previously discovered sensor
nodes. Although CodeBlue provides a sensor driver abstraction
architecture, which allows an easy integration of new sensors within
the system, selection of sensor types or physical node identiers as
data sources, tuning of the data rate, and denition of threshold-
based lters to avoid unnecessary data being transmitted, it does
not allow inserting complex signal processing functionalities into
the sensor nodes. It supports just simple threshold-based triggers
on the sensor readings that do not give enough exibility for the
variety of requirements of the WBAN applications.

A higher-level approach is adopted by Titan [16]. Titan is a
general-purpose middleware implemented in TinyOS that supports
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implementation and execution of context recognition algorithms in
dynamic WSN environments. Titan represents data processing by a
data ow from sensors to recognize result. The data are processed
by tasks, which implement elementary computations. Tasks and
their data ow interconnections dene a task network, which runs
on the sensor network as a whole. Tasks are mapped onto each
sensor node according to the sensors and the processing resources
they provide. Titan dynamically reprograms the WSN to exchange
context recognition algorithms, handle defective nodes, variations
in available processing power, or broken communication links. The
architecture of Titan is composed of several software components,
which enhance modularity. Although Titan raises the programming
abstraction level by oering a middleware for eectively developing
signal processing applications in WSNs, it is based on too generic
mechanisms for providing ecient solutions in the specic BAN
application domain. In fact, the programming of a feature extraction
operation on the sensor node, which is often carried out in a BAN
application, requires the creation of at least ve tasks (sampling,
buering, loading, feature calculation, and transmission). Moreover,
some overhead can be introduced due to the connections of the
output and input ports among tasks through which data are
exchanged.

The rst example of domain-specic framework in the WBAN
area is represented by SPINE (Signal Processing in Node Environ-
ment) [11, 12, 27]. SPINE is a software framework for the design
of collaborative WBAN applications. It provides programming
abstractions, APIs and libraries of protocols, utilities and data
processing functions, which simplify development of distributed
signal processing algorithms for the analysis and the classication of
sensor data. SPINE [27] is distributed in open source under the LGPL
(Lesser General Public License) license to facilitate establishing a
broad community of users and developers that contribute to the
scientic evolution of the framework with new capabilities and
applications. The SPINE framework is composed of two distinctive
parts: a node side runtime system residing on the sensor nodes
and a Java application, the coordinator, residing on a PC and
having functionalities such as nodes conguration and control, data
gathering and data analysis. To date, two releases of SPINE are
available:
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• The TinyOS release (version 1.3), which supports dier-
ent kinds of sensor platforms running the TinyOS [28]
operating system (supported platforms are TelosB, MicaZ,
Shimmer).

• The Z-Stack release (version 1.0), which allows the de-
velopment of WBAN applications on the Z-Stack platform
according to the ZigBee standard [30]. In particular, Z-Stack
is the implementation of the ZigBee stack carried out by
Texas Instruments.

The SPINE2 framework [10, 9] is an evolution of SPINE based on the
C language for reaching a very high platform independency for C-like
programmable sensor platforms (e.g., TinyOS, EmberZNet, Z-Stack)
so raising the level of the provided programming abstractions from
platform-specic to platform-independent. SPINE2 is founded on a
software layering approach based on the C language, which is the
language used for programming the majority of embedded systems.
It embodies the following features: (i) execution on commercial
resource-constrained sensor platforms each one having a dierent
operating system; (ii) minimization of the amount of code that
should be replicated for each specic implementation; (iii) enabling
C developers (eventually C++) to extend the SPINE2 framework
without having to learn low-level details of specic sensor plat-
forms or without having to learn new programming languages;
(iv) enabling, compiling, and simulating the code by using normal
ANSI C tools.

While SPINE is centered on a programming model based on
functions, SPINE2 is based on a task-oriented programming model
in order to best t the requirements of collaborative distributed
applications in resource-constrained environments. Distributed and
collaborative applications can then be programmed as a dynamically
schedulable and recongurable set of tasks. Dierent tasks can be
assigned to each node of the network, and tasks can be controlled
at execution time via proper message exchange; in this way the
network can overall adapt to changes in context, in overall goals, in
the state of each single node, and it can better balance load and task
types between each element of the network. Dynamic distribution
of tasks also allows preprocessing of sensed data directly on the
node, a signicant reduction of data transmission and battery
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consumption, and an overall increase in the network lifetime. Due to
task-oriented programming, application developers do not need to
program in tiny environments but only congure tasks on theWBAN
coordinator.

To summarize, we promote the use of the domain-specic frame-
work approach, which stands in the middle between application-
specic code and general-purpose middleware approaches. It
specically addresses and standardizes the core challenges of WSN
development within a particular application domain. While main-
taining high eciency, it allows for a more eective development
of customized applications with little or no additional hardware
conguration and with the provision of high-level programming
abstractions tailored for the reference application domain. In
particular, the SPINE and SPINE2 frameworks are domain-specic
frameworks in the context of signal processing in-node intensive
WBAN applications, whereas CodeBlue and Titan can be seen
as general-purpose middleware solutions for WBAN applications.
SPINE allows for both code eciency similarly to an application-
specic code approach, and code reusability, rapid prototyping,
easy debugging, and system interoperability as CodeBlue and Titan.
Moreover, it specically supports functionalities for exible sensing
operations and easily programmable in-node signal processing.
SPINE2 extends the functionalities of SPINE with the development
of WBAN applications on heterogeneous sensor platforms based on
C-like languages.

5.4 Agent-Oriented Platforms for Wireless
Sensor Networks

In the context of WSNs, it is challenging to develop agent platforms
(APs) for supporting (mobile) agent-based programming [8, 3].
Due to the currently available resource-constrained sensor nodes
and related operating systems, building exible and ecient agent
platforms is a very complex task. Very few APs for WSNs have been
to date proposed and actually implemented. An AP architecture
(see Fig. 5.3) relies on the services oered by the hosting sensor
node OS and support execution of agents by managing agent
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Figure 5.3. Reference architecture of a sensor node agent platform.

lifecycle, migration, communication, sensing capabilities, and sensor
resource access. The most representative APs developed to date are
SensorWare [7], Agilla [8], actorNet [14], MAPS [4], and AFME [21].

SensorWare [7] is a general middleware framework based on
agent technology, where the mobile agent concept is exploited.
Mobile control scripts in Tcl model network participants’ function-
alities and behaviors, and routing mechanisms to destination areas.
Agents migrate to destination areas performing data aggregation
reliably. The script can be very complex, and diusion gets slower
when it reaches destination areas. The replication and migration
of such scripts in several sensor nodes allows the dynamic
deployment of distributed algorithms into the network. SensorWare
denes, creates, dynamically deploys, and supports such scripts.
SensorWare is designed for iPAQ devices with megabytes of RAM.
The verbose program representation and on-node Tcl interpreter
can be acceptable overheads; however, they are not yet on a sensor
node.

Agilla [8] is an agent-based middleware where each node
supportsmultiple agents andmaintains a tuple space and neighbors’
list. The tuple space is local and shared by the agents residing on the
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node. Special instructions allow agents to remotely access another
node’s tuple space. The neighbors’ list contains the addresses of all
one-hop nodes. Agents canmigrate carrying their code and state, but
do not carry their own tuple spaces. Agilla is currently implemented
on MICA2, MICAZ, and TelosB motes.

While both Agilla and SensorWare rely on mobile agents, they
employ a dierent communication model: Agilla’s agent interaction
is based on local tuple spaces, whereas SensorWare’s agent interac-
tion is based on direct communication based on network messages.
In reference [26], another mobile agent framework is proposed.
The framework is implemented on Crossbow MICA2DOT motes.
In particular, it provides agent migration and agent interaction
based both on locally shared memory and network messages. In
reference [25], the authors propose an extension of Agilla to support
direct communication based on messages. In particular, to establish
direct communications, agents aremediated by amiddle component
(named landmark) that interact with agents through zone-based
registration and discovery protocols.

In reference [14], actorNet, a mobile agent platform for WSNs
based on the actor model, is proposed. In particular, it provides
services such as virtual memory, context switching, and multi-
tasking to support a highly expressive yet ecient agent functional
language. Currently, the sensor node actorNet platform is specically
designed for TinyOS on MICA2 sensors.

The aforementioned mobile agent systems for WSNs are all
implemented for TinyOS-based sensor platforms and use ad-hoc
languages for agent programming (Agilla uses amicro-programming
language, whereas actorNet employs a function-oriented language).
Although some supported operations (e.g., migration) are very
ecient, programming complex tasks is not so straightforward
and, moreover, developers need to learn another very specic
language. In the following, the available Java-based agent platforms
are introduced.

The Mobile Agent Platform for Sun SPOT framework (MAPS) [4,
20] is an innovative Java-based framework for wireless sensor net-
works based on Sun SPOT technology, which enables agent-oriented
programming of WSN applications. The MAPS architecture is based
on components that interact through events. Each component oers
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a minimal set of services to mobile agents, which are modelled
as multi-plane state machines driven by ECA rules. In particular,
the oered services include message transmission, agent creation,
agent cloning, agent migration, timer handling, and easy access to
the sensor node resources (sensors, actuators, input switches, ash
memory, and battery).

The Agent Factory Micro Edition (AFME) [21, 1] is a lightweight
version of the Agent Factory framework purposely designed for
wireless pervasive systems and implemented in J2ME, recently
ported onto Sun SPOT and purposely used for implementing agent
communication and migration in WSNs. The AFME agents are
based on a BDI (beliefs-desires-intentions)-like architecture and are
programmed through a high-level logic-based language. AFME also
provides a translator, which converts high-level agent specications
into Java code.

However, AFME was not specically designed for WSNs and,
particularly, for Java Sun SPOT. MAPS is conversely specically
designed forWSNs, and it fully exploits the release 5.0 red of the Sun
SPOT library to provide advanced functionality of communication,
migration, sensing/actuation, timing, and ash memory storage.
Moreover, it allows developers to program agent-based applications
in Java according to the rules of the MAPS framework so that no
translator and/or interpreter need to be developed and no new
language has to be learnt.

5.5 An Agent-Oriented Design of Signal Processing
In-Node Environments

The exploitation of the agent-oriented programming paradigm to
develop WBAN applications could provide more eectiveness as
demonstrated by the application of agent technology in several
key application domains [17]. In this section, we describe an
agent-oriented design of SPINE (see Section 5.3), named ASPINE
[6], which extends the functionalities provided by SPINE and
allows for a more rapid development of signal processing intensive
WBAN applications in terms of agent-based systems. The reference
architecture dened in Section 5.2 was designed by using an



120 Signal Processing In-Node Frameworks for Wireless Body Area Networks

Figure 5.4. The ASPINE high-level architecture.

agent-based approach. Figure 5.4 shows the high-level architecture
of ASPINE through a class diagram.
In particular, the following core agents are dened:

Base station-side

• The CoordinatorAgent is responsible for managing the set
of nodes of the sensor network under control. Management
involves conguring and monitoring nodes.

• The ApplicationAgents are agents implementing
application-specic or domain-specic logics.
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• The CommunicatorAgent allows the CoordinatorAgent and
the ApplicationAgents to interact with the sensor nodes
through an ecient over-the-air application-level protocol.

Sensor node-side

• The SensorManagerAgent manages the sensor/actuator
resources of the node through specic SensorAgents able
to interact with specic sensors (temperature, light, ac-
celerometer, etc.), actuators (LEDs, actuation devices, etc.),
and the battery.

• The CommunicationManagerAgent manages the commu-
nication with the communicator agent and with the
other CommunicationManagerAgents, located at dierent
sensor nodes, by means of specic CommunicationAgents.
Moreover, such agent manages the radio settings (e.g., duty
cycling, transmission power, etc.).

• The ProcessingManagerAgent supports one or more local
processing tasks or parts of global processing tasks (span-
ning multiple sensor nodes) through processing agents.
They are able to perform computation on sensed data
(e.g., feature extraction, threshold functions, classication
algorithms, etc.) and data aggregation.

An example of in-node signal processor is portrayed in Fig. 5.5 by
means of a data-ow model based on tasks. The in-node signal
processor aims at sampling the on-board 3-axial accelerometer,
computing selected features on sample windows, and sending the
results to the coordinator. In particular, the sensed data periodically
produced by the sensing task acting on the three channels (X, Y, Z)
of the accelerometer are split for the computation of the features
Mean on all three axes (XYZ), and Min and Max on axis X. Each triple

Figure 5.5. Data-ow-based model of an in-node signal processing task.
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Figure 5.6. ASPINE-based design of the example in-node signal process-
ing task.

of computed features (<Mean(AccXYZ), Min(AccX), Max(AccX)>)
are aggregated by the aggregation task (Aggr) and sent to the
coordinator node by the data transmission task (Sender) as soon as
the aggregated data is available.

The ASPINE design of the data-ow-based model of Fig. 5.5
is shown in Fig. 5.6. The AccelerometerAgent interacts with the
accelerometer sensor and, according to the set sampling time
(samplingTime), acquires one sample per channel (X, Y, Z), and
stores them into the corresponding buers chX, chY, chZ. Once
S samples are acquired, the AccelerometerAgent passes them to
the MinAgent, MaxAgent, and MeanAgent. These relationships are
created through the method setSOnCh(AID, Channel, S), where
AID is the agent identier, Channel refers to the channels to be
considered, and S is the number of samples. In this case, all agents
are based on the same S but on dierent channels. In particular,
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MinAgent, MaxAgent, and MeanAgent receive the last acquired S
samples, respectively, from the chX buer, from the chX buer, and
from the chX, chY, and chZ buers. Upon reception of such data, the
agents compute their respective functions and pass the results to the
AggregatorAgent. This waits for the aggregation of the data triple
aggrData=<minChX, maxChX, <meanChX, meanChY, meanChZ
and passes it to the SenderAgent, a specic CommunicationAgent,
which, in turn, transmits it to the CommunicatorAgent located at the
base station.

5.6 An Analysis of Agent-Oriented Implementations
of In-Node Signal Processors

AWBAN-based activity human monitoring system aims at recogniz-
ing postures and movements of assisted livings [22]. The developed
prototype is able to recognize some postures (lying down, sitting,
and standing still) and a movement (walking). The architecture of
the system, shown in Fig. 5.7, is organized into a coordinator and
two sensor nodes according to the reference WBAN architecture
described in Section 5.2.

Figure 5.7. Architecture of theWBAN-based real-time activity monitoring
system.
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The coordinator is based on the Java-based SPINE coordinator
developed in the context of the SPINE project [27]. In particular, the
SPINE Manager is used by end-user applications (e.g., real-time ac-
tivity monitoring application) for sending commands to the sensor
nodes. Moreover, the SPINE Manager is responsible for capturing
low-level messages and node events through the SPINE Listener,
which integrates several sensor platform-specic SPINE commu-
nication modules (e.g., TinyOS, Z-Stack, etc.) to notify registered
applications with higher-level events and message content. A SPINE
communication module is composed of a send/receive interface
and some components that implement such interface according
to the specic sensor platform and that formalize the high-level
SPINE messages in sensor platform-specic messages. The SPINE
Listener is enhanced with MAPS/Sun SPOT and AFME/Sun SPOT
communication modules to congure and communicate with MAPS-
based and AFME-based sensor nodes, respectively. Such modules
translate high-level SPINE messages formatted according to the
SPINE OTA (over-the-air) protocol [27] into lower-level MAPS
or AFME/Sun SPOT messages through its transmitter component
and vice versa through its receiver component. Such modules
also integrate an application-specic logic for synchronizing the
operations of the two sensors. The SPINE-based real-time activity
monitoring application was thus completely reused as well as the
SPINE Manager; only the SPINE Listener was modied to account
for such enhancement.

The sensor nodes are based on Java Sun SPOT sensors respec-
tively positioned on the waist and the thigh of themonitored person.
In particular, an agent platform (MAPS or AFME) is resident on the
sensor nodes and supports the execution of the WaistSensorAgent
and the ThighSensorAgent. Such sensor agents have the following
similar step-wise cyclic behavior:

1. Sensing the 3-axial accelerometer sensor according to a given
sampling time (ST).

2. Computation of specic features (Mean, Max, andMin functions)
on the acquired raw data according to the window (W) and
shift (S) parameters. In particular, W is the sample size on
which features are computed, whereas S is the number of new
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acquired sample data for calculating a new feature. Usually S is
set to 50% of W.

3. Features aggregation and transmission to the coordinator.
4. Goto 1.

The agents dier in the specic computed features even though the
W and S parameters are equally set. In particular, while the waist
sensor agent computes the mean values for data sensed on the XYZ
axes, the min and max values for data sensed on the X axis, the
ThighSensorAgent calculates the min value for data sensed on the
X axis.

In the following subsections, we describe the implementation of
the WaistSensorAgent carried out with MAPS and AFME and, then,
compare the implemented solutions.

5.6.1 MAPS-Based and AFME-Based Implementation
of Sensor Agents

The architecture of the MAPS-based sensor agent (Fig. 5.8) is
composed of two planes (sensing and feature calculation and
transmission) modeled as nite state machines. Each plane is able
to handle specic events, which are instances of system and user-
dened event types. The sensing plane (see Fig. 5.9a) species
the sensing process: the MSG.START event initiates the sensing of
the three channels of the accelerometer; after the sensed data are
returned through the ACC CURRENT ALL AXES event, the sampling
timer is scheduled for the next acquisition; if a MSG.RESYNCH,
formalizing a re-synchronization operation among the sensor agents
sent by the coordinator, is received, the sensing process is paused
until a MSG.RESTART event arrives; nally, the MSG.STOP halts
the sensing process. The feature calculation and transmission plane
(see Fig. 5.9b) species the feature extraction process and the
transmission of the computed features to the coordinator, which are
triggered by the MSG.COMPFEATURES event.
The architecture of the AFME-based sensor agent (Fig. 5.10) is
composed of:

• Two perceptors. MTSPerceptor checks for the arrival of a
new message and SensingPerceptor checks for the feature
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Figure 5.8. MAPS-based sensor agent.

computation and send the computation results to the
coordinator if such results are available.

• Three actuators. ActivateSensorActuator allows activating
the sensing operation, ResetActuator resets the data buer
after the reception of the resynch message, and RequestAc-
tuator is used to send a request message to the coordinator.

• Rules. TerImplication contains the rules of the agent
behavior (see below).

Figure 5.9. Planes of the MAPS-based sensor agent: (a) sensing plane;
(b) feature calculation and transmission plane.
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Figure 5.10. AFME-based sensor agent.

• OneModule. SharedDataModule contains buers storing the
data sensed from the three accelerometer channels, the
feature extraction parameters, the ag variable (activation)
enabling the sensing process.

• One Service. RadiogramMTS represents the transport ser-
vice for data transmission to the coordinator.

The agent behavior is modeled through the following three basic
rules:

1. message(inform, sender(BaseStation, addresses(BSAddress)), be-
gin) > activateSensors(1);

2. sense(?val), !message(inform, sender(BaseStation, addresses
(BSAddress)), resynch) > request(agentID(BaseStation, addresses
(”radiogram://”+BSAddress)), ?val);

3. message(inform, sender(BaseStation, addresses(BSAddress)), re-
synch) > reset;

Rule (1) enables the sensor reading operation on the sensor node. In
particular, this rule states that themessage belief, which is generated
upon the reception of an inform message with “begin” content sent
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by the coordinator with address BSAddress, triggers the action
ActivateSensors(1), which will then set the activation ag on.

Rule (2) regulates the agent behavior during the sensing phase.
If a new sense belief having the sensed data is generated and a
message belief generated upon reception of the resynch message
sent by the coordinator does not exist, the request action is carried
out so that the new message containing the feature calculation is
sent to the coordinator.

Finally, rule (3) allows re-synchronizing the sensor agent. In
particular, it states that if the belief message is generated upon
reception of the resynch message, the action reset, which re-
initializes all the data structures in SharedDataModule, is executed.

5.6.2 Agent Implementation Comparison

The comparison of the two dierent agent implementations are
carried out according to the following two aspects: (i) eectiveness
in prototyping the agent-based solutions; (ii) timing and synchro-
nization of the real-time monitoring.

The development of MAPS and AFME agents is based on dierent
approaches. MAPS uses state machines to model the agent behavior
and directly the Java language to program guards and actions. AFME
uses a more complex model centered on perceptors, actuators,
rules, modules, and services that dene the agent behavior. They
are both eective in modeling agent behavior even though MAPS
is more straightforward as it relies on a programming style based
on state machines widely known by programmers of embedded
systems.

Two important issues to deal with are the timing of the
sensing process in terms of admissible sampling rate and the
synchronization between the operations of the two agents, which
is to be maintained within a maximum skew for not aecting
real-time monitoring. If such skew is overtaken, the two agents
are to be re-synchronized. Indeed such two aspects are strictly
correlated. In particular, as the sensor agents compute a dierent
number of features, when the sampling rate is high, the agent
computing more features (i.e., the WaistSensorAgent) takes more
time to complete its operations for each S sample acquisition
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than the ThighSensorAgent. Re-synchronization is driven by the
synchronization logic included in the developed MAPS/Sun SPOT
and AFME/Sun SPOT communication modules, which sends a re-
synchronization message as soon as it detects that the synchro-
nization skew is greater than a given threshold. Detection is based
on the skew time between the receptions of two messages sent by
the agents that contain features referring to the same interval of
S sample acquisition: if skew ≥ P × S × ST , then resynchronize,
where P is a percentage, S = 0.5 W is the shift, W is the data
sample window, ST is the sampling time. Thus, the evaluation aims
at analyzing the synchronization of the sensor agents and their
monitoring continuity. The dened metrics are:

• The packet pair average time (PPAT), which is the av-
erage reception time between two consecutive pairs of
synchronized packets, having the same logical timestamp
and containing the computed features sent by the sensor
agents.

• The synchronization packet percentage (SPP), which is the
percentage of resynchronization packets, which are sent
by the coordinator for re-synchronizing the sensor agents,
calculated with respect to the total number of received
feature packets.

PPAT should be ideally equals to ST*S, i.e., the packet pair arrives
each monitoring period and so there is no de-synchronization in the
average. SPP should be as much as possible close to 0, i.e., a few or
no re-synchronizations are carried out and so the monitoring can
be continuous as a resynch operation usually takes 600 ms. Thus,
system parameters (W, ST, and P) should be carefully set to optimize
the monitoring process. To this purpose, a set of experiments was
set up to tune the system parameters. In particular, the experiments
were carried out by xing ST (ms) = [25, 50, 100], W (samples) =
[40, 20], and P (%) = [5, 15, 25]. Figures 5.11 and 5.12 show the
obtained results.

As can be noticed, the system cannot support an ST = 25 ms
because PPAT is always greater than the ideal value and SPP is too
high. This leads to a non-continuousmonitoring due to very frequent
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Figure 5.11. Analysis of PPAT and SPP of the sensor agents with W = 20,
S= 10, and P= (a) 25%, (b) 15%, (c) 5%. See also Color Insert.
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Figure 5.12. Analysis of PPAT and SPP of the sensor agents with W = 40,
S= 20, and P= (a) 25%, (b) 15%, (c) 5%. See also Color Insert.
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re-synchronizations (SPP >= 20% for W = 20 and S = 10). The
best results are obtained with ST = 100 ms, P = 25% or 15% and
W = 20; they guarantee monitoring continuity due to an SPP ≈ 0%
and regularity as the experimented PPAT ≈ the ideal PPAT for W =
20. If W = 20 and P = 5%, ST = 100 ms is not a good value either
because an out-of-limits skew frequently occurs. Although the AFME
implementation performs better than the MAPS implementation,
the AFME implementation collapses in the case W = 20, S = 10,
and P = 5%. It is worth noting that even though a lower ST would
allow anermonitoring, the considered human activities can bewell
captured by an ST = 100 ms as demonstrated by the good accuracy
results (95% in the average) obtained from the carried-out real-time
human activity monitoring [12].

5.7 Conclusions and Future Work

In this chapter, we have presented an agent-oriented approach for
high-level programming of WBAN applications. The agent approach
is not only eective during the design of a WBAN application but
also during the implementation phase. In particular, the presented
frameworks MAPS and AFME allow for a more rapid prototyping
of sensor node code than low-level APIs, which can be eectively
used only by sensor node skilled programmers having knowledge
of sensor drivers, data buers, radio and energy mechanisms. The
higher level software abstractions provided by MAPS and AFME are
suitable for the development of real-time monitoring systems as
demonstrated by the performance evaluation of the proposed case
study concerning a real-time human activity monitoring system.
Ongoing work is aimed at implementing ASPINE through MAPS
to provide a full-edged agent-based signal processing in-node
environment.
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Hardware Development and Systems
for Wireless Body Area Networks
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Miniaturized and wearable sensor nodes are required to form
a wireless body area network (WBAN) to monitor physiological
parameters from human bodies. In this part of the book, we will
present the existing hardware solutions to realize a small wireless
sensor for use in WBAN applications. Implementation issues are
discussed, and details of techniques for the design of wireless
sensors in WBAN applications are presented.

6.1 Introduction

A WBAN network aims to provide ecient and optimized wireless
link for physiological signal monitoring from single or multiple
human bodies. As shown in Fig. 6.1, the future WBAN-based sensor
network requires miniaturized and wearable sensor nodes that can
communicate with the receiving device. A WBAN system consists
of individual wireless sensor nodes that can transfer a person’s

Wireless Body Area Networks: Technology, Implementation, and Applications
Edited by Mehmet R. Yuce and Jamil Y. Khan
Copyright c© 2012 Pan Stanford Publishing Pte. Ltd.
ISBN 978-981-4316-71-2 (Hardcover), ISBN 978-981-4241-57-1 (eBook)
www.panstanford.com



138 Hardware Development and Systems for Wireless Body Area Networks

Figure 6.1. A wireless sensor network system detecting and transmitting
signals from a human body.

physiological data such as heart rate, blood pressure, and ECG via
a wireless link, without the need of any wired connection. Each
sensor will have wireless capability and its design will be optimized
in terms of the physical characteristic of the physiological signal.
Having individual wireless nodes are also very benecial since not
all patients require all the physiological parameters for diagnosis.
Each sensor can easily be plugged in and plugged out from a human
body.

6.2 Wireless Body Sensors

Figure 6.1 shows a WBAN-based telemedicine system for collecting
medical data from a human body using wireless sensors. This
telemedicine system comprises sensor nodes, a body control unit
(BCU) that transmits data to a receiver station (i.e., remote PC)
that can have communication with remote stations at a medical
center [1].
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The BCU can be a smart phone or any portable device that will
act as a gateway device to pass on the collected data from sensors to
remote stations. The control device will be similar to smart phones
we use in our daily life, which can also be used to monitor the data
obtained from sensors. Such portable electronic devices will mostly
contain Bluetooth, Wi-Fi, and GPS technologies built-in, which can
be connected to medical sensors and to remote medical centers so
that data can be accessed by medical professionals at any time. The
BCU can be carried on the body as a wristwatch or can be placed on
the belt.

For collecting data from a human body, usually short-range
wireless technologies operating at MICS (medical implant communi-
cation service), WMTS (wireless medical telemetry service), 2.4 GHz
ISM (industrial, scientic, and medical) bands have been developed
by designers. However, it is necessary to connect the sensor nodes
to remote stations using Wi-Fi and mobile communication links
for longer range data transfer. In order to provide long-range
remote monitoring, several gateway devices should be developed
to interface with the existing ICT (information and communication
technology) infrastructure in emergency vehicles or in medical
centers. These gateway devices will mainly be used to provide
communication between BCUs and remote computers or mobile
devices.

6.2.1 Sensor Nodes and Hardware Designs

Low-power wireless technologies should be used to form small,
light-weight, and wearable sensor nodes to collect and sense
physiological data from a human body. Especially, when the number
of sensors used on a single body increases, the weight of each sensor
node becomes an important issue. Wireless sensor nodes are being
developed by biomedical companies and researchers to make them
safe, secure, and light weight so that they can be wearable. Key
parameters of a wireless sensor node can be as follows:

• The wireless sensor nodes should be able to transfer data
over a distance of a few meters.

• Sensor nodes should be miniaturized so that they can
be easily wearable or attachable to a patient body.
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Table 6.1. Physiological parameter range and signal frequencies

Parameter Range of parameter Signal frequency

Continuous Signals ECG signal 0.5–4 mV 0.01–250 Hz

EMG (Electromyogram) 10–15 mV 10–500 Hz

EEG 3–300μV 0.5–70 Hz

Discrete Signal∗ Body Temperature 32–40
◦
C 0– 0.1 Hz

Blood Pressure (BP) 10–400 mm Hg 0–50 Hz

GSR (Galvanic Skin Reex) 30–3 mV 0.03–20 Hz

Respiratory rate 2–50 breaths/min 0.1–10 Hz

∗Here the term “discrete” indicates large time intervals.

Alternatively, they can also be inserted in clothes using
textile technology to improve the patient’s comfort.

Wireless sensor nodes are developed specically to detect and
transmit the physiological signals listed in Table 6.1. These signals
can be put in two categories: discrete and continuous. ECG/EEG
signals are periodic signals, which require continuous monitoring.
Body temperature is an example of discrete physiological data since
it is taken usually at discrete times, e.g., every hour.

Most physiological signals are low frequency in nature and
occupy a small information bandwidth. At such low frequencies and
low amplitudes, some problems inherent to circuits need additional
attention. For reliable information transfer, it is necessary that the
interface electronic in the sensor nodes detect physiological signals
in the presence of noise and increase the signal-to-noise ratio (SNR)
of the detected signal for processing by the subsequent blocks of the
sensor nodes.

Sensor nodes are designed to be small and power ecient so
that their battery lasts for a long time. They collect weak, raw
signals from a human body. Signals from a human body are usually
weak and coupled with noise, and thus they need to go through
amplication/ltering process to increase the signal strength and
to remove unwanted signals and noise. Then an analog-to-digital
conversion (ADC) stage is employed to convert the analog body
signals into digital for digital processing. The digitized signal is
processed and stored in the microprocessor. The microprocessor
(i.e., microcontroller) will then pack the data and transmit over the
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Figure 6.2. An example of sensor node hardware: (a) single wireless
sensor node, (b) multi-channel wireless sensor node. See also Color Insert.

air via a wireless transceiver. Figure 6.2 shows two commonly used
hardware implementations of sensor nodes.

A sensor node consists of three main blocks: the sensing front
end, microcontroller, and the radio receiver to undertake the tasks
mentioned above. In addition to these blocks, there is also a battery
and its powermanagement circuitry. The powermanagement circuit
is usually a regulator chip used to distribute the power source to the
individual blocks. It is advised to keep all the sensor blocks’ power
supply level the same (e.g., all at 3 V) so that the regulator will not
consume a large power.

Considering the signal attributes given in Table 6.1, a sampling
rate of around 200–1000 Hz will be necessary for the ADC in the
microcontroller (the sampling rate should be a minimum of twice
the highest frequency in the signal that is digitized). Unlike other
wireless sensor network applications, in a medical scenario, each
sensor node has a dierent frequency and thus should be optimized
according to its frequency band. The trade-o between the reduction
in sampling rate and the total power consumption of the ADC is thus
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determined by the choice of the specic physiological parameter
used in the sensor node.

In case of emergency in a medical application, usually the
monitoring and analyzing of critical physiological signals such as
ECG and blood pressure (BP) will be the top priority. Thus, it is
important if the signals in Table 6.1 are grouped into critical and
noncritical data before attaching sensors on the injured people in a
medical area. The wireless communication from sensors to the BCU
should be designed such that priority should be given to the critical
data. A WBAN-based telemedicine system will result in better data
gathering process if data are prioritized according to the vital sign
and patient situation.

The front end of a sensor node (i.e., interface electronics) is
the rst unit connected to sensors and electrodes. It is an analog
electronics circuit that consists of ampliers and lters. In case
of detecting a continuous physiological signal such as EEG, ECG,
or EMG, the front end should use an instrumental amplier. An
instrumental amplier helps to amplify and detect noisy body
signals at the presence of common mode noise (DC noise) at
the input. By looking at Table 6.1 for amplitude and frequency
information on continuous physiological signals, parameter values
could be similar or dierent in some cases. It mainly depends on the
quality of electrodes used to detect these signals. The same analog
front end can be used to detect these continuous physiological
signals. On the other hand, the required amplication and ltering
can easily be adjusted for a specic signal by modifying capacitors
and resistors in the front-end circuit.

Figure 6.3 shows a front-end circuit that can be used to detect
ECG, EEG, and EMG signals. This circuit utilizes an instrumentation
amplier (INA321) to detect noisy body signals and a low-pass
lter with an op-amp (LTC6081) [2]. The nal stage is a 100 Hz
LPF added for antialiasing. Typically the useful spectrums of ECG
and EEG signals have amplitude of less than 500 μV with a
frequency less than 100 Hz. In this example, the input medical
signals are amplied by 60 dB; INA321 produces a gain of 14 dB, and
the second amplication stage with low-pass lter characteristic-
LTC6081 provides a gain of 46 dB with a cuto frequency at 100 Hz.
The circuit is running from a 3.3 V source with virtual ground set
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Figure 6.3. Schematic of analog front end for continuous physiological
parameter detection.

at 1.25 V. Both components possess high common mode rejection
ratio (CMRR) and low current consumption properties. INA321 has
a CMRR of 94 dB, while LTC6081 has a CMRR of 100 dB. High
CMRR values help obtain better quality signal. The active current
consumption is 40 μA, and when operating in shutdown mode,
it consumes less than 1 μA. The INA321 not only has extremely
good CMRR and meets the low power need, but also has the ability
to shut down when not in use. This is directly controlled by the
microcontroller by connecting the shutdown pin to a CMOS I/O pin.
The INA321 instrumental amplier has 100 nV/

√
Hz,@ 1 kHz, input

voltage noise and 3 fA/
√
Hz @ 1 kHz input current noise.

To eliminate DC drift caused by ICs, an integrator op-amp circuit
is used as a negative feedback to the reference pin of the INA321.
Any DC buildup is inverted and fed back into the system to cancel it
out. This is only necessary for high gain circuits since any DC drift is
multiplied just like any other signal. With a gain of 1000, a shift of 1
mV will cause the output to jump 1 V, which is close to saturation in
this case. Apart from the integrator feedback, this circuit is relatively
straight forward and has many common features to any other signal
processing circuits.

The 2 M and 100 k resistors are used to limit the current to
provide protection for the human body. In addition to this, it is also
advised to use a safe power supply. Using a portable battery during
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Figure 6.4. ECG detection with the AD620 instrumentation amplier.

the design of this circuit is a better idea rather than using a direct
source from a power line.

The AD620 is another well known low cost, high accuracy
instrumentation amplier (Analog Devices, USA), which can be used
to detect body signals. It has 9 nV/

√
Hz, @ 1 kHz, input voltage noise

and 0.1 pA/
√
Hz @ 1 kHz input current noise. Similar to INA321,

the AD620 can be congured to have a CMRR value of 100 dB. The
details of circuit conguration as a front end to detect sensor signals
can be found in references [3] and [4]. Figure 6.4 shows a schematic
for ECG detection designed with AD620. As explained before, the
additional lter and a gain stage are added to make the detected
signal ready for digitization at the micro-controller.

Another noise exists in detecting body signals, known as the
power-line interference at 50 Hz (or 60 Hz in some countries). A
notch lter (a combination of low-pass lter and high pass lter)
can be designed at the front end to remove this noise. Alternatively,
this can be done digitally at the microcontroller or at the remote
computer after the continuous signal is received wirelessly [4]. An
analogue notch lter works for most applications, but it requires
more power and increases the board size and is, thus, avoided.
Figure 6.5 shows an ECG signal obtained using the circuit given in
Fig. 6.3. Figure 6.5b shows a clear ECG signal after using a notch lter
to remove the 50/60 Hz noise.

Employing a digital–notch lter at the computer will make the
sensor node less complex. It is also possible to use a combination
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Figure 6.5. ECGwith 60 Hz (or 50 Hz) noise (a) andwithout noise (b). See
also Color Insert.

of an analog notch lter at the front end and then digitally via
computation programs like MATLAB. The latter approach will
increase the clarity of the signal further.

Some ECG projects use a “right leg drive” circuit, which is simply
the inverse of the 50/60 Hz injected back into the patient to cancel
the power line noise out. Similar to the above approach, this would
require more op-amps and an extra electrode and is preferred not
to be used. This method also requires a small amount of current,
approximately 1–3 μA, to be passed through the patient.

In case of detecting discrete physiological signals such as body
temperature and respiratory rate, a simple active low-pass lter (a
lter together with a gain amplier) is sucient to bring the signal
detected by a sensor to a level to be digitalized by a microcontroller.

Figure 6.2b shows a sensor node based on multichannel
detection. A multiplexer is an array of analog switches operated
with a clock that allows all the input signals to a single output
to be digitized at the microcontroller. A multichannel sensor node
requires the use of wires connected to electrodes for a single sensor
node which should be avoided if possible for a WBAN application.
The existing of wires will restrict human movements and thus
comfort.

Having said that, for some clinical applications, a multichannel
sensor node may be required for certain diagnostic tools. For
example, a multichannel sensor node is used for EEG signals
for brain-computer interface applications [5]. Multichannel signal
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detection will increase the data rate requirement. As an example, if
we use 200 Hz sampling frequency for 10 channel EEG signal, the
required data rate is calculated as 200 sample/s per channel × 10
channels× 8–10 bits/sample= 16–20 Kbit/s.

One of the requirements of body area network (BAN) is to
have individual wireless sensor nodes. Even if we integrate a
multichannel EEG signal into a BAN system and considering the
additional preamble bits in a data package, the required data
rate for a WBAN-based physiological monitoring system is still
suciently low. A lot of available wireless transceiver will provide
enough bandwidth to handle such data rates. When the number of
sensor nodes increases, the required data rate will depend on the
multi-access communication used. In case of TDMA (Time Division
Multiple Access) and CSMA (Carrier Sense Multiple Access), the
bandwidth requirement is low. For frequency division multiplexing
techniques (e.g., FDM, FHSS, OFDMA) and CDMA schemes, a
wideband will be required for data transmission when the number
of users (here sensors) is increased. Probably this is one of the main
reasons why the WPAN (wireless personal area network) systems
such as ZigBee use CSMA as a multi-access communication. It can
have a higher number of nodes with available low bandwidth. For
more information about multi-access communication techniques in
WBAN, refer to the related chapters of the book.

6.2.2 Wireless Systems and Platforms

In addition to the sensing front end, a sensor node and the BCU
require a microcontroller and a wireless transceiver to coordinate
the transfer of data. Numerous frequency bands can be used in
medical monitoring system. So far there is no available standard
to dene operation frequencies specically targeting a WBAN. It is
important to select a proper and safe (interference free) wireless
band. Especially for medical data transmission, it is crucial for
the patient‘s safety to monitor accurate information. Table 6.2
presents the unlicensed frequency bands that can be used forWBAN
applications.

Low ISM bands, especially the 13.56 MHz frequency, are
widely used for radio-frequency identication (RFID) applications,
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Table 6.2. Available frequency bands

RF power

Model Country Frequency BW (dBm)

UWB Worldwide 3.1–10.6 GHz >500 MHz −41
MICS US, Australia 402–405 MHz 300 kHz, 10 −16(25μW)

Europe, Japan channels

Worldwide

High ISM Worldwide 2.4–2.5 GHz, 20 MHz, 40 MHz > 0

5.725–5.875 GHz

Mid ISM Europe US 433.05–434.79 MHz kHz range , Up to 15

Canada, 865– 868 MHz 200–500 kHz

Australia 902–928 MHz 10–15 channels MHz

Low ISM Worldwide 6.765–6.795 MHz kHz range, 14 kHz for 0

13.55–13.567 13 MHz

26.95–27.283 40.66–40.70

WMTS US, Canada 608–614 1395–1400 1.5 MHz 5–6 MHz >10

1427–1432

inductive links for implantable systems, and smart cards for security
systems [6, 7]. Most probably designers will continue to use these
low-frequency ISM bands for inductive link based implantable
systems as they present better performance at low frequencies. For
medium ISM (Mid-ISM) range, countries in Europe, New Zeeland,
and Honk Kong use 865–868 MHz. Australia, Korea, Taiwan, Hong
Kong, and Singapore use a frequency range within and the US and
Canada use the whole band between 902–928 MHz. Japan has 950–
956MHz ISM band frequencies. These frequencies have widely been
used for cordless headphones and microphones.

In addition to unlicensed ISM bands, there are medical bands
such as MICS and WMTS, which are specically regulated for
medical monitoring by communication commissions around the
world. The MICS is an ultra-low power, unlicensed, mobile radio
service for transmitting data to support diagnostic or therapeutic
functions associated with implanted medical devices [8]. In order
to monitor medical implant devices and status of inner organs, a
frequency around 400 MHz have been a popular transmission band.
In fact this frequency is an optimal frequency to provide a fully
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integrated circuit approach for a wireless transceiver design and
causes relatively insignicant penetration loss (10 dB with 10 mm
penetration) [9]. Using a higher frequency causes higher penetration
loss. Meantime high-level integration becomes dicult at lower
frequency. In addition, a small antenna design is dicult at lower
frequency (less than 400 MHz).

In addition to medical implants, metrological aid service has
primary allocation at 402–405MHz band and the Earth exploration-
satellite service together with metrological-satellite service has
secondary allocation at 402–403 MHz. Thus transmission in the
MICS has some regulated parameters in terms of channel spacing
and transmission power level. At the moment in some countries, the
MICS is being extended from 402–405 to 401–406 MHz, introducing
additional 2 MHz wider band, which can increase the population of
monitoring patients in hospital environment.

WMTS is used in the United States and Canada but not in Europe.
In Japan, WMTS frequencies are 420–429 MHz and 440–449 MHz.
WMTS has long been used for wireless patient monitoring system in
the United States and Japan [10].

The most common wireless systems such as ZigBee (IEEE
802.15.4),WLANs, and Bluetooth (IEEE 802.15.1) operate at 2.4 GHz
ISM band. The technologies operating at 2.4 GHz ISM band may
suer from interference issues when they are located in the same
environment. In addition, there may be a variety of other sources
such as microwave and cordless phones operating in 2.4 GHz
band. Latency sensitive WBAN nodes like an ECG node can suer
signicance performance loss from this mutual radio-frequency
interference as a correct submission of a sensor will be delayed.

The electromagnetic interference is another source of interfer-
ence that may limit the use of wireless in certain environments,
especially in medical applications. Electromagnetic energy from
a device can interfere with another when they are operating in
the same environment. There have been already incidents where
telemetry devices have aected the available medical systems in the
hospitals [11].

In addition to the above wireless bands, the ultra-wide band
(UWB) can also be used for monitoring of physiological signals.
High data rate transmission, as commonly known, is not the only
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unique property of an UWB-based monitoring system. Some other
advantages of a wide band technology are its low transmitter
power, the physical size which can be extremely small because
of the design at GHz range, the simplicity of transmitter design,
and the band is not crowded as compared to other available
bands [12]. The maximum transmission power is regulated as -
41 dBm. Such a low-signal level will have insignicant RFI/EMI
(radio frequency interference/electromagnetic interference) eect
on medical equipment. The current drawback of UWB technology is
that not enough devices available in the market that can be used as
a complete solution.

TheMICS band has also low emission power (25 μW, comparable
to UWB) and lower power consumption, and will thus provide one
of the most suitable medical sensor nodes. It is envisioned that the
sensor nodes of a WBAN will use a specied wireless link, which
will most likely be a narrow ISM band considering the current
wireless technology developments. The UWB band can be used
when interference and EMI are an issue for the environment. For
implantable body area networks, the MICS band may still continue
to be the preferable choice.

6.2.2.1 Wireless transceivers and microcontrollers

Most common wireless chips used in low power sensor network
applications are listed in Table 6.3. The chips that exhibit low power
and have small size are Zarlink’s MICS chip, Nordic’s nRF24E1
device, and CC2420 of TI. Zarlink provides one of the lowest
power wireless chips available today. The low power is achieved by
reducing the supply voltage to a value as low as 1.2 V, while most of
the other transceiver chips operate with a nominal voltage around
3 V. The power gures shown in Table 6.3 are for the maximum
transmission power levels and a nominal supply voltage, which is
3 V. Although these chips are advised to operate at 3 V, their supply
voltage in practice can be reduced to as low as 2 V. This way the
power consumption will be lower than what is shown in the table.
The Zarlink chip has been designed for implantable sensor nodes.
The Nordic device nRF24E1 consumes a transmit current of 10.5mA
for an output signal level of−5 dBm and 18 mA receiver current for
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a data rate of 250 Kbps. The physical dimensions shown in the table
are based on the packages used by the companies.

The Nordic has another transceiver -nRF401 that operates in the
433 MHz ISM frequency band. It uses frequency shift keying (FSK)
modulation and presents a data rate up to 20 kbit/s. The current
consumptions for both transmitter and receiver are 11 mA and 8
mA, respectively.

The CC1010 transceiver chip fromTI (Chipcon) has the capability
to transmit anywhere within 300 and 1000 MHz. It can be used to
generate signals for MICS, Mid-ISM bands, and WMTS frequencies.
The AMIS52100 chip from AMI Semiconductor requires a crystal
oscillator at 12.56 MHz to generate MICS band. A crystal with any
frequency can be used with CC1010 to generate medical and ISM
band frequencies. The eective frequency of the device is arranged
by the external VCO inductor in addition to the crystal oscillator.
For example, an inductor value of 12 nH gives a frequency range of
565–730 MHz. The PLL in chip is able to quickly lock onto WMTS
frequency of 610 MHz. The frequency registers of the device allow
for jumps of 250Hz, making this device suitable formultiple channel
selection and taking advantage of the available bandwidth by using
FDMA or frequency hopping.

The Semtech’s XE1205 chip can be used for the 433, 868, and
915 MHz license-free ISM frequencies. Similar to CC1010, it can
also operate in other frequency bands in the 180–1000 MHz range.
CX72303 from Conexant operates at 2.4 GHz. This technology is
specically designed for Bluetooth system solutions

Another Chipcon’s chip CC2420 is a 2.4 GHz IEEE 802.15.4/
ZigBee compliant RF transceiver. It is based on digital direct
sequence spread spectrum (DSSS) baseband modem providing a
spreadingwith data rate of 250Kbps. This chip has beenwidely used
in sensor nodes because of its low-power design and its operation
for ZigBee and Bluetooth applications.

AMIS52100 and TI’s cc10xx chip series can provide MICS and
WMTS signals. Both chips’ output can go as low as −20 dBm
meeting the requirement of −16 dBm transmission power for
the MICS band. Zarlink’s ZL70250, CC1010, and Semtech XE1205
uses FSK data modulation, AMIS52100 amplitude shift key/on-o
key (ASK/OOK) modulation, while CC2420 uses oset quadrature
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phase- shift keying (O-QPSK) with half-sine chip shaping, which
is equivalent to MSK modulation. The newer version transceiver
from AMI Semiconductor (AMIS53000) can operate using one of the
following modulation schemes: OOK, FSK, or GFSK. The nRF24E1
operates at 2.4 GHz with GFSK modulation. The transceivers can
work based on both Manchester and NRZ bit coding schemes;
however, the data rate is half in the case of Manchester coding.

6.2.2.2 Existing sensor boards

The unit responsible for processing data, controlling the function-
ality of the components of the sensor node, and coding the sensor
data for the wireless transceiver is the microcontroller. The task of a
microcontroller for a sensor node inWBAN applications is relatively
simple due to the low frequency of biological signals. Thus a less
complex and small size microcontroller can usually be utilized. The
commercially available microcontrollers have a 10-bit and 8-bit ADC
built-in, which eliminates the need for an external o-shelf ADC.

Considering that the sensor node board is required to be light
and small in order to be wearable, a wireless transceiver chip
containing amicrocontrollerwould be advantageous. As an example,
CC1010 from TI has a microcontroller builtin which has a memory
of 2048 + 128, 10-bit ADC, and 22.7 kHz sampling frequency. A
small board can easily be designed, similar to that of Mica2DOT
shown in Fig. 6.6. The Nordic’s nRF24LE1 chip also contains a
microcontroller unit and an ADC. The microcontroller is an 8051
compatible microcontroller, and the ADC is 10 bit with 100 Kbps.

Figure 6.6. A Mica2DOT board (taken from www.xbow.com). See also
Color Insert.
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The sensor board with these devices will require only a few external
components: the needed sensing front end given in Fig. 6.3, regulator
IC for power supply arrangement and matching network together
with antenna.

Some of the commonly used wireless sensor platforms (as
a complete sensor boards) are shown in Table 6.4. Crossbow’s
Mica2DOT and T-node are the smallest sensor nodes available in
commercial domain. Another widely used sensor node is Tmote
Sky node [13]. It uses 250 Kbps 2.4 GHz IEEE 802.15.4 Chipcon
Wireless Transceiver (CC2420) and a separate 16-bit 8 MHz Texas
InstrumentsMSP430 microcontroller (10 K RAM, 48 K Flash).

MicaZ node also uses CC2420 transceiver and 10-bit ATmega
128L microcontroller, which has 4 KB RAM and 128 KB FLASH
memories. The MicaZ is a 2.4 GHz mote module used for enabling
low-powerwireless sensor networks. TinyNode584 is another ultra-
low power wireless sensor node, which uses Xemics XE1205 for
wireless communication and TIMSP430microcontroller (10 KRAM,
48 K Flash) as a processing unit [14]. The physical dimension of this
board is 30× 40 mm2.

The Crossbow’s Mica2 sensor node works at 868 and 916 MHz
ISM frequencies. Like MicaZ it uses a separate microcontroller —
ATmega128L (4 K SRAM, 128 K Flash, 8 MHz). The total power
consumption of this board at 3.3 supply voltage, including the radio
and microcontroller, is 148. 5 mW (= (27 + 10 + 8)*3.3). During
sleep mode, the power consumption is at μW levels.

The Mica2DOT mote is a third-generation mote module wireless
platform designed for smart sensors similar to the Mica2. Its
quarter-sized (25 mm) form factor makes it suitable for sensor
network applications requiring low size. Mica2DOT is one of the
smallest sensor nodes available in commercial domain (Fig. 6.6).
The power consumption of this node is similar to Mica2 (MPR400).
Mica motes run on TinyOS (TOS) distributed software operating
system v1.0 [15]. They can operate on the frequencies such
as 868/916 MHz, 433 MHz, or 315 MHz multichannel radio
transceiver. The Mica2DOT is Mica2 compatible and uses the same
microcontroller.

Another small node for sensors is T-nodes working in the
868 MHz ISM frequency band. The board uses a separate chip for
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Figure 6.7. A T-node sensor node [16]. See also Color Insert.

microcontroller with 10-bit ADC, memory of 128 K ash memory
and 4 Kbyte SRAM [16]. It consumes only 20 μA during sleep mode.
It has a similar size to that of Mica2DOT (23 mm), shown in Fig. 6.7.

The Sensium
TM
sensor node uses the chip TZ1030, which uses

a wireless transceiver operating at 868/915 MHz and the 8051
processor for digital processing and with 10-bit ADC. It provides
50 Kbps of data rate [17]. The lowpower consumption of this node is
resulted from the low-supply voltage of 1 V. The node samples input
signals within a dc to 250 Hz bandwidth.

Another popular node is BTnode [18], which consists of a
Chipcon CC1000 radio (it is CC1010 without a microcontroller built-
in) operating at 433–915 MHz, Atmel AVR microcontroller, and a
Bluetooth radio (Zeevo ZV4002). In other words, a BTnode is made
of a Crossbow Mica2 Mote with SRAM (256 K) and an additional
Bluetooth radio. This node’s power consumption is high due to the
operation of two radios (∼200mW). However, it gives the advantage
of connecting to another device using the Bluetooth technology. This
node can be used to interface with mobile phones and the Internet
using the Bluetooth link. Its microcontroller is from Atmel (ATmega
128L), having 64 + 180 Kbyte RAM, 128 Kbyte FLASH ROM, and
4 Kbyte EEPROM.

The Conexant is another node based on Bluetooth wireless
technology. It uses CX72303 RF transceiver and CX81400 baseband
controller to establish a Bluetooth communication link [19]. The
CX81400 integrates an RISC processor ARM7TDMI having 192 KB
ROM and 192 KB RAM.

Among the available Bluetooth modules Wibree is probably the
most suitable node for a lowpower sensor network application.
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The device has been designed by Nokia to have similar power
consumption and battery life as ZigBee. This device similar to
ZigBee applications, because of its small form factor, can be used in
health care, tness, security, wrist watches and home entertainment
industries. It operates on coin cell batteries. Wibree operates in
2.4 GHz band with a data rate up to 1 Mbps with a 10 m distance
similar to any other Bluetooth technologies.

In addition to these commercially available sensor nodes, there
are also nodes that have been developed specically for medical
monitoring. In reference [20], a very compact system has been
developed for a wearable ECG sensor node that can communicate
wirelessly with a base station. The node uses Nordics nRF24E1, a
2.4 GHzRF transceiver togetherwith an embedded 8051-compatible
microcontroller (DW8051) with 512 byte ROM, 4 K RAM, and 9-bit
ADC. The board has the size of 26 (L)× 15 (W)× 7 (H) mm3.

BSN nodes developed by Imperial College [21] are TinyOS-based
sensor nodes The node also uses CC2420 from TI and MSP430
microcontroller families with 2 KB RAM, 60 KB ash, and 12-bit
ADCs. The node has a size of 26 mm. The power consumption
of these nodes is similar to the power consumption of CC2420
transceiver given in Table 6.3. The sensor board in reference [22]
uses the Nordic nRF905 transceiver however operating at 915 MHz
ISM with 0 dBm and 10 Kbps. This sensor node includes 3-axis
accelerometer SCA3000 and has active power of 7.8mWand 8.2mW
for transmitter and receiver respectively. Its dimension is as small as
a one dollar coin.

Another sensor node [23] developed for a medical sensor
network uses the medical bands MICS and WMTS for applications
in the hospital environment. The board uses AMIS and CC1010
transceivers for the radio system and PIC16F785 microcontroller
having 10-bit, 52 kHz sampling clock , and 368 + 256 RAM. The
board has a dimension of 30 mm× 80 mm.

The power consumption given Table 6.4 denes the life time of a
sensor node. For example, a continuously active sensor node using
the CC24XX family (this chip family is used for ZigBee and also for
Bluetooth) can last about seven hours when using a battery with a
capacity of 300mAh, assuming the transmitter and receiverworking
with the same amount of time (the nodes are always active either
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there is transmission (the transmitter is active) or the receiving
(the receiver is active)). For monitoring patients in emergency and
disaster events, sensors measuring critical vital signals are required
to be active (like ECG signal) as these vital signals are crucial for
the patient’s life. However, there may be some sensors information
needed to be monitored once a while. The life time of such a sensor
will be similar to current cellular phones we use in our daily life.
It is important to note that the power consumption values given in
Table 6.4 is for the maximum transmitter power. When the distance
between the control unit and the sensor nodes is short, which
is likely the case for the targeted medical applications, a lower
transmission power can be congured in the transceiver of the
sensor nodes to increase the battery life.

6.2.3 Design of Implanted Sensors Nodes for WBAN

Electrocardiogram (ECG) and temperature recording have been
used for more than 50 years in medical diagnosis to understand
biological activities [24] The early implantable devices are con-
structed with simple electronic structures to make the devices
small enough so that they can be inserted in the body. A simple
transmitter connected to a sensor is used to send the signal
from inside the body to external devices for tracking certain
organs’ physiological parameters. Recent implantable systems have
focused on more complex microelectronics systems with the use
of the advanced integrated circuit technology. Some milestones of
implantable devices are given below:

• 1957—First wearable pacemaker (in 1958 fully implant)
• 1984 — The Australian cochlear implant approved by
FDA

• 2000— First clinical trialwireless endoscope (electronic
pill)

• Study of Bionic eye since 1990

In addition to these projects, there is a vast area of dierent
implantable systems, being designed by designers, such as car-
dioverter debrillators, micoelectrode arrays for detecting and
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stimulating brain functions, and electronic pills for drug delivery
systems. Moreover, there are implantable biosensors developments
to conduct animal studies.

Electronics for implantable sensors are designed taking into
account very specic requirements for a given wireless telemetry
application. Wireless technologies such as ZigBee, WLANs, and
Bluetooth (IEEE 802.15.1) developed in the commercial domain
cannot be used directly in medical implants because of the following
reasons: (1) they have been optimized for general use; (2) the device
size exceeds the required size limitation of the current implant
technology, (3) their frequency bands are very crowded, and (4)
they do not meet the safety-related radiation. The existing advanced
wireless systems operate at 2.4 GHz ISM band and suer from
strong interference from each other when they are located in the
same environment [25]. Thus an implant system should have a
dierent transmission band for an interference-free wireless link
as the transmitted information could be related to patients’ critical
conditions.

In implantable telemetry systems, to optimize the power
and data telemetry links independently, the dual-band (i.e., two-
inductive links) has been used [26]. The power and data signals
are carried on two wireless links. For implantable systems like
the cochlear implant and bionic eye, one wireless data link (i.e.,
forward data link) is used to transmit data from the external
unit to inside the skin to stimulate the nerves in order to help
the patient restore hearing and sight. These devices also require
the transmitting of status information regarding the operation of
the device, which is done based on a third link-back telemetry. There
are also systems such as pacemakers, electronic pill, and biosensors
that send physiological data such as ECG, pressure, or video images
from inside the body to the external unit and then to the monitoring
station in order to track a patient’s condition. The latter implantable
systems may or may not require the forward data link depending on
whether data or a control signal is required from the external unit to
control the implantable system.

Figure 6.8 shows the basic building blocks of implant systems.
The power signal is received and then regulated to provide
supply for the wireless data links, the sensors, and the signal
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Figure 6.8. An implanted sensor node with the external unit and wireless
data links. See also Color Insert.

acquisition unit, which processes and amplies the senor data. The
external unit may contain another wireless link that will control
the communication between the implant devices and the remote
monitoring station. The patient will wear the external unit, which
will be on the surface of the body close to the implanted device.
A remote wireless receiver will be used to receive data from the
external unit for monitoring and analyzing the data. As the required
specications are not restricted for this link, commercial wireless
devices can be used to undertake this duty. This additional wireless
link will provide patient free in a room in the hospital environment.

Implantable systems have been constructed using inductive links
between the external and implanted units with a distance of a
few centimeters. The main reason behind the short distance and
the inductive link is the need of wireless powering. Inductive
links are mainly used to power implants to eliminate the use of
batteries. The wireless module is designed with a very simple
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communication scheme such as binary ASK (amplitude-shift key-
ing), FSK (frequency-shift keying), and PSK (phase-shift keying)
modulators and demodulators [26].

The 13.56 MHz ISM band is usually the most common frequency
for such telemetry systems and is also used for RFID applications.
A low transmission frequency usually less than 20 MHz is utilized
mainly because of the simplicity in the design and to avoid the
use of power-hungry blocks such as mixer, oscillators to maintain
the miniature size of the implant. For example in reference [27],
PSK is used at 20 MHz carrier frequency for the wireless data
link for a retina prosthesis. ASK is used for a bionic eye system in
reference [28] with 1–10 MHz frequencies and for a recent cochlear
implant in reference [29] at 2.5 MHz transmission frequency.
In addition, there are some attempts for general implants and
neural prostheses systems employing FSK [30, 31] operating at
480 kHz and 5/10 MHz frequencies, respectively. The most suitable
frequency for such implantable system requiring low frequency
forward data transmission would be the ISM band 13.56 MHz
as given in Table 6.2. Otherwise, designers would have to obtain
permissions from communication authorities (e.g., FCC) to use
a frequency rather than ISM. In addition to the wireless power
link, utilizing a low frequency transmission has been attractive to
eliminate the absorption of more energy [32].

There are some issues with the communication schemes of
implantable systems for forward data telemetry and back data
telemetry. For example, when many similar types of implantable
systems are used in the same environment or for the same patient,
the simple communication systems mentioned above will face the
problem of interference and lack the multiuser (i.e., multi-access)
capability. For a frequency less than 20MHz, you are only allowed to
use a few kHz bandwidths, which limit the use of the multi-access
(also known as multiuser) communication techniques to allow
several implantable devices work in the same environment. For
example, allowable bandwidth for 13.56 MHz ISM (the industrial,
scientic, and medical) band is regulated with 14 kHz. Thus a
more advanced wireless technology will be required in the future to
accommodate better radio links for medical implants enabling safe
and reliable communication links [33].
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The above issue has become more evident in practice when
more advanced medical implants such as wireless implantable
cardioverter debrillators and electronic pills (i.e., wireless endo-
scopes) started to appear in clinical environments. These modern
devices need a much longer range for the wireless telemetry
in addition to a higher bandwidth. Moving to higher operation
frequencies was the only way to increase the range and dedicate
enough spectrums for a reliable communication. Thus, in order
to alleviate some of the issues mentioned above, international
authorities have allocated a band at 402–405 MHz with 300 kHz
channels (MICS band). With the use of this band, it is aimed to
deliver high level of comfort, better mobility, and better patient care
[34, 8].

The MICS band has been proposed to permit individuals and
medical practitioners to utilize ultra-low power medical implant
devices such as cardiac pacemakers and debrillators, particularly
without causing interference to other users of the electromagnetic
radio spectrum. However, unlike the low-frequency inductive links,
at high frequencies like 400 MHZ a wireless transceiver requires
the use of radio-frequency (RF) blocks such as voltage-controlled
oscillators (VCOs), mixer and phase-locked loops (PLLs) to down
convert (or up convert for the transmitter case) the frequency signal
in order to process it using the integrated circuit technology. These
blocks are constructed using inductors and capacitors on chip or o
chip, which increase the physical size of the wireless chip [9, 35].
Medical implants have a physical limitation for the electronics of the
wireless telemetry and cannot aord to accommodate such blocks.
Thus high-level of integration, which results in miniaturization and
low power consumption, should be met for wireless designs at MICS
band. So far only one company, Zarlink, designed a transceiver for
implantable applications. Zarlink’s transceiver still requires some
external components for its full functions [35]. Although with an
MICS link a data could be transferred from or to the implant within a
distance of a few meters, when the implant system requires the use
of a wireless power or wirelessly charging the battery, the external
unit still will need to be attached to the body close or adjacent to
the implant system for an ecient power transfer as indicated in
Fig. 6.8. It is still necessary to utilize the power signal at a lower
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frequency, which also eliminates the possible interference issue
from the power signal to the data signals [27].

Medical implant telemetry can be categorized into two groups:
high data rate and low data rate systems. As an example,
the wireless capsule endoscope and the retina prosthesis are
the recent implanted systems requiring a large amount of data
delivered to or outside the body. Implantable multichannel neural
recording systems and multichannel monitoring of continuous
signals electroencephalogram (EEG) also necessitate a high data
rate communication. As an example, scientists aim to achieve the
recording of more than 100 channels in order to simultaneously
record brain functions; a data rate more than 20 Mbps is required.
A similar gure is also useful for a wireless endoscope implant to
obtain higher resolution and detailed real-time video images. MICS
has been divided into channels with 300 kHz bandwidth and thus
cannot provide such data rates. Thus for these types of implantable
systems requiring high data rate, UWB will be the technology to
investigate [12].

6.3 WBAN Systems

The early telemedicine systems have used the WMTS for patient
monitoring at hospitals. As an example, the LX-5160, which is a
WMTS telemetry transmitter (608∼614 MHz WMTS Band), has
been developed by Fukuda Denshi USA [36]. It transmits ECG and
respiration parameters to a central telemetry receiver, which can
be displayed on a remote computer. This device has a dimension
of 5.4 (W) × 2.2 (D) × 8.6 (H) cm and a weight of 80 gram.
Transceiver-608 telemetry device developed by Mindray [10] also
uses a WMTS transmitter for patient monitoring. This telemetry
uses a 12-lead ECG and has a dimension of (13.0 × 7.5 × 3.1
cm). Its weight is 181.4 g. The wireless telemetry is based on
channelized WMTS frequency meaning uses dierent frequency
for transmit and receive signals. For example, 608–614 MHz
(transmit) WMTS channelized 1395–1400 MHz and 1427–1429.5
MHz (receive) WMTS are used. Welch Allyn is another company
developing patient monitoring system for vital signs monitoring
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for hospital and sportive applications [37]. They have developed
micropaq R© Wearable Monitor that displays heart rate, one or two
ECG leads, motion-tolerant SpO2 and pulse bar. The device can also
connect wirelessly to a central monitoring station. This device has a
large dimension similar to a mobile phone.

Comparing to the wireless module discussed before, these
devices are bulky and are not appropriate sensor node when
considering a WBAN application. Thus new telemedicine systems
are currently being developed using new small size sensor nodes
described earlier.

Recently Corventis, Inc. has developed a small sensor node
called PiiX

TM
for wireless cardiovascular solutions [38]. It uses a

wireless gateway device named zLink
TM
to communicate with the

monitoring center. The device has some limitations. For example,
PiiX is intended for single patient use and cannot be used for patients
with implantable devices. The unique features of this device are
leadless and water-resistant. It eliminates the cumbersome leads
and wires, and can still operate during showering or sleeping. Piix
sensor is quite small and can easily be attached to the body like
a plaster. Figure 6.9 shows a picture of PiiX sensor node from
Corventis and micropaq R© Wearable Monitor fromWelchAllyn.

A UK-based company Toumaz [17, 39] is developing a digital
plaster where the sensor node can be attached to the human

Figure 6.9. Figure PiiX sensor node from Corventis [38] and
micropaq R© Wearable Monitor fromWelchAllyn [37]. See also Color Insert.
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body with a plaster. The wireless sensor node is based on ECG
and temperature data. The data received from the plaster can be
displayed on a PDA device. It can also be transferred to a monitoring
station via WLAN link using the PDA as a gateway device. The digital
plaster can communicate with PDA up to 3 meter distance. The
plaster is based on the chip TZ1030 which uses the 8051 processor
for digital processing a wireless transceiver.

The Fitbit has developed a wireless sensor node that a tracks
motion of a human body. The Fitbit sensor contains a 3D motion
sensor that tracks the motion in three dimensions and converts to
useful information such as calories burned, steps taken, distance
traveled, sleep quality, etc. It can be worn on the waist, in pocket
or on undergarments. Nike and adidas have produced similar body-
worn devices Nike+iPod and miCoach Pacer, respectively, for sport
activities [40].

Here in we will discuss some of ongoing projects for WBAN
applications. These projects have mainly used the sensor nodes
provided in Table 6.4. Some have designed their own sensor nodes
by using the wireless transceivers in Table 6.3 together with one
of famous microcontroller — ATMega128L, MSP430, and/or 88051.
There have been a number of dierent developments for WBAN
systems in the literature. The goal here is to compare the existing
systems in terms of their suitability for a large scale implementation
for WBAN applications. We will discuss whether the available
systems demonstrate a multi-patient or a single-patient monitoring.
A comparison of some of current implemented WBAN systems is
given in Table 6.5.

The project in reference [41] presents the AID-N triage system
for disaster applications. It uses the MicaZ or TmoteSky platform
from Crossbow Technology (2.4 GHz Radios (802.15.4) with CC2420
transceiver chip) in the sensor node for data collection. The sensor
node communicates with another ZigBee device that is attached to
a personal server, which is a laptop and PDA. Software programs
have been developed to gather vital signs from a disaster scene. This
system requires WLAN connections with an IEEE 802.11 link for
transmission of patients’ data to a remote server in amedical centre.
If there is no network connection, the data will be stored in a device
or can bemonitored on a PDA in an emergency vehicle until patients
are taken to a hospital.
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The CodeBlue project uses sensor nodes based on the popular
MicaZ and T-mote designs [42] for a multi-patient monitoring
system. The WiiSARD team [43] developed a prototype system for
pulse oximeter sensor. It operates with the Wi-Fi link to enable a
medical response through the Internet. It uses a PDA device as a
senor which has a large size which is not attractive for a medical
sensor node.

In reference [44], Espina et al. presented an IEEE 802.15.4-based
wearable telemedicine system that monitors continuous cu-less
blood pressure and ECG signals. The sensor data was measured
on a single user. Date is displayed from the sensor to a PDA or
a wristwatch device. Anliker and his colleagues [45] designed a
wrist-worn device to measure multiple physiological parameters
from one person. Sensors like blood pressure, SpO2, one lead ECG
all have been integrated in one handheld device. The data is then
transmitted using a GSM data link to a computer similar to Fig. 6.1.
The device acts the same as a regular cellular phone since it
operates with the GSM network. However, measurements more than
one patient at the same time have not been provided. HealthGear
project uses a cell phone as a central processing unit that receives
signals from body sensors [46]. It uses the Bluetooth technology
to connect a Bluetooth-enabled cell phone. The sensor is a Nonin’s
ex oximeter used to measure a single user’s blood oxygen level
(SpO2). The Berkeley Tricorder sensor node is another Bluetooth-
based WBAN system developed at Berkley [47] for ambulatory
health monitoring systems. The system utilizes a multichannel
wireless sensor node, including parameters such as ECG, EMG, blood
oxygenation, respiration, and motion all on one board. The data are
received and stored on a PC via a Bluetooth link.

Another system in reference [20] designs very small, wearable
(probably one of the smallest custom-made sensor nodes available
at the present time) ECG sensor that communicates wirelessly with
a base station connected to a computer. The system works similar
to a multi-hopping network by using the Wi-Fi link. Although a
multi-patient data monitoring is not presented, this system can be
used for measurements and monitoring of vital signs from multiple
patients.
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A wireless patient monitoring system based on an ECG patch has
been developed for cardiac monitoring by IMEC Belgium. IMEC’s
Human++ program develops wearable wireless devices [48]. The
current ECG node electronic is assembled on exible polyimide
substrate that can easily be integrated in textile.

There are also ongoing projects to develop sensor platforms
operating at UWB (3–10 GHz) [12], MICS, and WMTS bands [49].
A WBAN system for multi-patient medical monitoring is presented
in reference [23]. It uses a multi-hoping technique through wireless
gateways to transfer data from sensors on several human bodies
to remote locations. It uses the Internet to allow access at any
location. In reference [12], a low-power WBAN system has been
developed using UWB technology for implantable multichannel
neural recording for brain–computer interface applications and 8-
channel ECG for patient monitoring. The ECG data is monitored at a
remote station.

Table 6.5 shows the current progress inWBANapplications. Real-
time and simultaneous monitoring is required from multi-sensors
on multi-bodies for future WBAN systems. System should take the
advantage of the Internet for data transmission to remote locations,
which will provide an access to a person’s data anywhere in a city.
FutureWBAN systems should also develop small-size sensor boards
to meet the size and power constraints. Most of the current systems
use the commercially available ZigBee (IEEE 802.15.4) devices and
boards, which are designed for many other applications and, thus,
are not entirely wearable.

For longer range communications, the wireless nodes should
be able to communicate to remote stations through a wireless,
portable gateway (it could be a watch, PALM, iPhone, mobile phone,
etc.). The wireless transmission technique between the gateway
device and remote monitoring stations could be done using one of
wireless protocols such as ZigBee, Bluetooth, or Wi-Fi for using the
Internet.

The implanted device will most likely use the MICS band or a
frequency around 400 MHz. The wearable nodes in a WBAN system
will use an ISM band for low data rate communication and UWB
when a high data rate transmission is required.
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6.4 A WBAN-Based Multi-Patient Monitoring System

AWBAN system that has been designed for health care applications
is presented in this section. The system is based on a multi-hopping
network technique that can be used in medical environments
for remote monitoring of physiological parameters from multiple
patient bodies [52]. The system is depicted in Fig. 6.10. The data is
transferred to remote stations through the local area network or the
Internet already available in medical centers.

An example of sensor node design for medical monitoring is
depicted in Fig. 6.11. The analog front-end of the sensor node for
EEC, EEG, and EMG uses the circuit given in Fig. 6.3. The pulse
rate sensor consists of an infrared emitter (SFH487-880nm) and a
phototransistor (SFH309FA). Light is shone through the tissues, and
the variation in blood volume alters the amount of light falling on the
detector. When the heart beats, a pressure wavemoves out along the
arteries at a fewmeters per second. This pressure wave can be felt at
the wrist, but it also causes an increase in the blood volume, which
can be detected by a plethysmograph. Human heartbeat ranges
between 50 bpm and 200 bpm. These gures indicate that the
frequency range of human heartbeat is between 0.83Hz and 3.33Hz:
A high-pass lter and a low-pass lter are used to form a band-pass

Figure 6.10. Multi-hopping WBAN-based multi-patient monitoring.
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Figure 6.11. A 4-channel sensor node. See also Color Insert.

lter to remove unwanted environment signals. The optical part of
the pulse sensor consumes quite large power [49]. It is also possible
to detect the pulse rate from the ECG signal as explained later in
Fig. 6.16. The temperature sensor uses the IC LM 35 for temperature
measurement. The IC produces an analog voltage with respect to
temperature. The ADC in the microcontroller samples the voltage
and converts it to a digital/data for RF wireless transmission.

The primary function of BCUs is to collect data from sensor nodes
via the rst wireless link and forward these data to a remote PC
(i.e., control station) for further analysis. Two types of BCU devices
are needed in order to provide a complete WBAN transmission
coverage in amedical center. One BCU is designed to be connected to
a computer (Fig. 6.12a) via the USB port, while the other BCU is used
to function as an intermediate device (Fig. 6.12b) that presents a
secondwireless link for a longer rangewireless sensor network. The
latter case is more suitable for large medical centers and functions
as a portable gateway device. Although both BCUs can be used for
multi-patient monitoring, the rst BCU type (BCU-1) can also be
useful for private usage at home or in a room of a hospital for single-
patient monitoring.

The sensor nodes/BCU hardware requires a microcontroller and
a wireless transceiver to coordinate all activities. The BCU-1/sensor
nodes consist of a microcontroller PIC16F87 and a wireless
transceiver (AMIS52100 IC and CC1000). Both AMIS and CC1000
can generate MICS band frequencies. Especially when CC100 is used,
the operation frequency can be congured to 433 MHz ISM, WMTS
bands as well as MICS.
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Figure 6.12. Block diagram of BCUs: (a) wired BCU, (b) portable BCU. See
also Color Insert.

In addition to these chips, we use another transceiver, the
CC1010 chip from TI (this chip contains CC1000 and a microcon-
troller built in), on the intermediate BCU (BCU-2) board to develop
a wireless transmission and networking between BCUs and the
remote base station. The CC1010 and CC1000 transceiver chips
have the capability to transmit anywhere within 300 and 1000 MHz
(It was tuned to WMTS band for the second wireless link in our
prototype system). The AMIS IC has a data rate capability of 19 Kbps,
while CC1010 provides 76 Kbps. The BCU-2 device in a WBAN can
also be composed of standards such as ZigBee and the 802.11 Wi-
Fi standards to accommodate and interface with dierent wireless
platforms and to connect to the Internet for remote monitoring. A
summary of devices used in BCUs and sensor node boards is given
in Table 6.6. The hardware implementations of BCU-1 and BCU-2 are
given in Figs. 6.13 and 6.14.

The modulation technique used in CC10xx chips is FSK with a
frequency step of 64 kHz, which is acquired by loading the crystal.
FSK has better interference rejection and causes less spectrum
splatter normally seen in ASK systems. The picture in Fig. 6.15
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Table 6.6. Summary of devices used in sensor nodes and BCUs

Device features AMIS (52100) CC1000 CC1010* PIC16F887

Size (mm) 7.5× 7.8 9.7× 6.4 12.9× 12.9 17.53× 17.53

Modulation ASK/OOK FSK/OOK FSK —

Sensitivity −117 dBm −109 dBm −107 dBm —

Power: Transmitter TX: 25 mA Tx: 26.7 mA Tx: 26.6 mA < 0.6 mA (active)

Receiver Rx: 7.5 mA Rx: 7.4 mA Rx: 9.1 mA

Data Rate 19 Kbps 76.8 Kbps 76.9 Kbps —

Sning** 500 nA 200 nA ∼ 0 mA —

Memory (RAM) — — 2048+ 128 368+ 256

Additional Features — — 10-bit, 22.7 kHz 10-bit 52 kHz

sampling frequency sampling frequency

*Note: CC1010 has a microcontroller built-in.
** Snimode enables the receiver to wake up or operates at times to “sni” received RF signals
and then return to “sleep” or “wait” mode if a signal is not detected.

Figure 6.13. A wired BCU (BCU-1). See also Color Insert.

Figure 6.14. Intermediate body control unit (BCU-2). This device is
shared by more than one patient and is portable. It contains dual wireless
transceiver to support two directional wireless links. See also Color Insert.
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Figure 6.15. Spectrums generated for MICS and WMTS frequencies with
Chipcon CC1010.

demonstrates the FSK modulation for MICS and WMTS bands. What
is necessary to realize from this picture is that the bandwidth of
the signal is well within the bandwidth of the WMTS band (608–
615 MHz).

In order to provide communication from sensors to a personal
computer, a wired serial port interface, such as RS-232 standard,
should be used to connect the base station to monitor the received
body signals. The interface system here uses RS-232 serial interface
and USB connections.

Figure 6.16 is an ECG signal obtained from our set up. The ECG
signal is transmitted from a sensor node to the computer. Each
sensor node representing only one patient can only have one ECG.
In order to eliminate the DC noise (50 Hz/60 Hz interference), a
recursivelter has been software implemented to obtain an accurate
ECG signal (see appendix for notch lter implementation). As shown
in Fig. 6.10, by clicking on 50 Hz lter, the recursive notch lter
operates on the received ECG signal.

High computation programs like MATLAB can further be used
to analyze data automatically and to warn medical professionals
when the value of a critical data goes outside the safe margin. A
warning signal could be easily generated by the program at the PC
to warn health professionals to track the sensor node generating
a warning signal. This feature will strengthen the reliability and
safety in implementation, which would be useful for patients’
lives.
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Figure 6.16. A wireless ECG monitoring showing pulse rate as well.

A medical data from a single human body can be monitored
within 300 ms for a distance of 1 m when the WBAN system is
implemented in a four–patient scenario. When the active patient
is doing all sort of activities, e.g., sitting standing, turning around
the other patients, the average delay is 1 s up to 5 m and 2 s at
the distance of 10 m. These values show that the WBAN system
exhibits a correct, timely, and reliable communication performance
up to 10 m with a time performance less than 2 s for a multi-patient
scenario [52].

6.4.1 Software Programs and Monitoring

In order to monitor data in body area network applications,
several computer programs should be developed. The necessary
software programs have been identied in Fig. 6.17 for this specic
application. A software called GATEWAY should be developed at
the monitoring PC to control the communication with the BCU to
get readings from sensors and then forward them through another
network/Internet to an application on a remote PC (at a remote
location). While performing this task, the GATEWAY will also verify
the data integrity and schedules retransmission, if required. Another
software program is developed at the remote PC (called BSN),
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Figure 6.17. Software programs for the proposed WBAN application. See
also Color Insert.

which gets readings fromGATEWAY via the network/Internet. These
readings are stored in the remote PC for analysis. A graphical user
interface (GUI) at the local PC as well as at remote PCs should be
designed to display the human body data. Both the data received
from the BCU and the data sent to the BSN can also been shown by
the GUI in text or graphical formats. In case of medical application,
the physiological signals of patients can be accessed by medical
sta anywhere in the medical center as long as their computers are
connected to the local area network in the building.

The BSN application is designed to collect and store readings
automatically so that no person is required to be stationed at
the application. It gets sensor information and readings from
the GATEAWAY and will ask retransmission if error is detected.
It undertakes the administration of patients’ particulars such as
assigning new sensor ID to patients, segregating sensor readings
from dierent patients, and storing them into the data base. The GUI
at the monitoring PCs allows medical personnel to enter patients’
information. It can also display live monitoring graphs on the screen
(Fig. 6.18). Every sensor device has a unique sensor ID and must be
registered under a patient name before they are used. In the event
that an unregistered sensor node is used, all its readings received
will be discarded by the BSN application

Since all sensor nodes of a body are communicating with the
same BCU, the data is prexed with an identier, which is used
to identify the source of the data. As mentioned earlier, to reduce
collisions further between data sent, a rmware (medium access
control (MAC) protocol) iswritten to control data transmissions. The
communication between the sensors and the BCU is bi-directional as
to support a multiuser (i.e., multi-patient) communications.
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Figure 6.18. Example of a graphical menu registering and viewing
patients.

The GATEAWAY menu shows a GUI at the local PC, which is
designed to congure the source and destination socket and port
numbers for data transfer on the Ethernet (See Fig. 6.19). This GUI
ensures portability if the BSN application or the GATEWAY need
to be relocated, it can be congured to work without additional
changes in the codes. Both the data received from the BCU and
the data sent to the BSN can also been shown here in text format.
The physiological signals of patients can be accessed by medical

Figure 6.19. The GATEWAYmenu.
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sta anywhere in the medical center as long as their computers are
connected to the local area network in the building.

The software packages used for monitoring and storing data (in
the database) should be user friendly so that medical professionals
utilize them eciently. The programs should allow a medical
professional to easily set up sensors. When needed, one or more
sensors should be removed without aecting the operating of the
other sensors in the system. Software programs at the monitoring
PC can be designed in such a way that when a sensor stops working,
the data from the remaining sensors should still be received and
monitored. Before a new sensor is deployed for a particular person,
a new sensor ID (i.e., user ID) should be assigned at the monitoring
PC so that the MAC protocol used for the data communication
will enable a communication from that sensor. The MAC protocols
mentioned above can integrate an error-checking mechanism to
allow the monitoring of correct data only and discard when a data
is faulty.

A database server is developed to maintain data integrity, which
is necessary for big medical centers. Monitoring of ECG for an
individual patient is shown in Fig. 6.20. In this GUI, more detailed
patient’s particulars can be seen from the database. Clicking on

Figure 6.20. An example of ECG Monitoring. See also Color Insert.
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a patient shows the sensors attached to them and their personal
information/picture. Clicking on a sensor displays the sensor’s
information (e.g., interval). It also brings up how many recordings
are available. Single clicking a record shows when the record was
made. Double clicking displays the record on the graph. In the
following gure, it is arranged for an ECG monitoring. It is very
handy to have a data le compatible with a computation software
program like MATLAB for signal analysis as shown in the window.

6.5 Conclusion

We have discussed implementation issues and presented details of
techniques for design of wireless sensors in WBAN applications.
Portable and wireless gateway nodes are used to connect the
sensor nodes to the local area network or the Internet already
available for long-range access points. Wireless standards such as
ZigBee (IEEE 802.15.4) and Bluetooth (IEEE 802.15.1) are popular
low-power technologies for communication between sensors and
the control device. New wireless devices specically targeting at
WBAN application can be designed based on MICS, WMTS, 433 MHz
ISM as well as UWB bands. Miniaturization of the sensor node
electronics, especially the sizes of the microcontroller, the wireless
chip, the battery, and low-power consumption are current hardware
related issues for small sensor nodes. TI’s CC2420 and CC1010
transceivers and Nordic’s transceivers like nRF24E1 are current
popular choices forwirelessmodule in a sensor node. The successful
implementation of aWBAN system should operate and coexists with
other network devices and should provide wearable, wireless (no
wire connections), easy to remove, and attach sensor nodes, leading
to increased mobility of patients and exibility.

Any future projects based on WBAN should take under con-
sideration the co-existence of other network devices operating in
similar frequency bands. The majority of WBAN systems cover
only wearable sensor nodes. There is very limited information
on integration of wearable and implantable systems together.
Implanted orwearable sensor nodes should be able towork together
in a WBAN system without any data collisions.
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Appendix

Digital Notch Filter Designs

A digital notch lter can be designed to lter out the 50/60 Hz
noise for continuous physiological parameters. We used the website
in [53] as a reference. Two parameters should be dened: f , the
center frequency, and BW, the bandwidth. Finding the notch lter
coecients:

R = 1− 3× BW

BW = 0.033 = 13.2 Hz

∴ R = 0.901

f = 50
400

= 0.125

K = 1− 2× 0.901× cos(2π f )+ 0.9012

2− 2× cos(2π f )
∴ K = 0.917731353

a0 = K , a1 = −2K cos(2π f ) = −1.297868126, a2 = K

b1 = 2R cos(2π f ) = 1.27420642, b2 = −R2 = −0.811801

These are used in the equation

y[n] = a0x[n]+ a1x[n− 1]+ a2x[n− 2]

+ · · · + b1y[n− 1]+ b2[n− 2]

Note that BW and f are fractions of the sampling frequency. All
calculations are done in radians. The bandwidth 13.2 Hz, which
could be wide for the application, can easily be decreased to a
nominal value.

The system requires that three previous inputs and the last two
outputs are stored. Whenever a new value is calculated, the array
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is shifted so that x[n − 1] = x[n], etc. It is possible to increase the
number of coecients but at the expense of CPU resources and the
increased risk of instability. Decreasing the bandwidth of the lter
also has limits and will cause problems if it becomes too small.
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The design and implementation of an ambulatory health monitoring
device is a process of matching the medical need to available
technology. The process starts with an understanding of the re-
quirements, which leads to the design of sensors, lters, ampliers,
etc. There are a number of additional decisions to be made that
range from the battery chemistry to the wireless technology that
must also match the underlying requirements. Finally, some existing
implementations will be reviewed.

7.1 Design Process

The rst step in developing a device is to understand the medical
need in detail. It is not sucient to simply have an understanding

Wireless Body Area Networks: Technology, Implementation, and Applications
Edited by Mehmet R. Yuce and Jamil Y. Khan
Copyright c© 2012 Pan Stanford Publishing Pte. Ltd.
ISBN 978-981-4316-71-2 (Hardcover), ISBN 978-981-4241-57-1 (eBook)
www.panstanford.com



186 Wireless Body Area Network Implementations for Ambulatory Health Monitoring

of the physiology, pathology, etc., and to build a device accordingly.
From the physician’s perspective, the device might be too complex
to use, the data might be too verbose to analyze, or the physician
might not trust the data compared to the existing standards. From
the patients’ perspective, the device might be too cumbersome or
irritating to wear, the battery might die too quickly, the device might
require toomuchmaintenance, or theymight not see sucient value
in the device to comply with the doctor’s instructions. There are
many other stakeholders that must also be considered through the
design process: nurses or other caregivers, insurance companies or
other sources of reimbursement. There is a great book that discusses
the design process for medical devices in detail [1], and is highly
recommended.

Once the high-level application, set of sensing modalities, data
storage, and wireless telemetry mechanism are determined, the
requirements of the individual components need to be ushed
out. It isn’t sucient to “record ECG”; rather, the application will
result in requirements that need to be satised by the design. For
example, many ECG circuits will bandwidth limit the signal to 40 Hz,
and thus only require a sampling rate around 80 Hz (based on
Nyquist–Shannon sampling theorem). However, if the data is to be
used to measure heart-rate variability, then a sampling rate of 1 kHz
is required to have the required resolution. It is easy tomiss this step
and to start designing a circuit based on a number of assumptions
which might not be valid — only to nd out months later and have
to spend considerably more time and eort trying to x the design
or work around the aws. This is a lesson the author has learned the
hard way — spend the time understanding the application and the
requirements, and the interdependence of requirements between
the various components.

To help understand the design process, we will give examples
involving an ambulatory health monitor developed at the Berkeley
Institute of Design, named the Tricorder (Fig. 7.1). The original goal
for the Tricorder was a small and highly integrated device, which
records a number of parameters that can be used to assess the
wellness-state of the user. The data was intended to be used by
health care providers to better monitor the health state of the user,
to help in the treatment of any chronic condition, and to provide
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Figure 7.1. The Berkeley Tricorder. See also Color Insert.

advanced notice of any possible health problems. Based on our
application, we developed the following high-level design goals:

• A means of data storage for at least 24 h and a mechanism
for ooading said data.

• Remote telemetry for real-time data viewing.
• A comfortable means of wearing the device.
• As many relevant sensing modalities as possible in a single
highly integrated form factor.

Based on these design goals, we decided on Bluetooth for the
wireless telemetry, microSD card for the data storage, and a number
of sensing modalities, detailed in Table 7.1. Examples involving the
Tricorder will be presented in the various sections of this chapter.

7.2 Existing WBAN Implementations

There are a large number of existing WBAN (wireless body area
network) implementations for an array of applications. Any attempt
at categorizing implementations is articial, and the distinctions
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Table 7.1. Device parameter summary

Modality Sampling rate Bits/sample Comment

ECG 256 Hz 12 2-Stage HPF; RFI ler; single channel

EMG 256 Hz 12 1-Stage HPF; RFI lter

Respiration 256 Hz 12 Phase; 12 Mag. 4-Electrode conguration; 350 μA

(bioimpedance) current at 50 kHz

Acceleration (3-Axis) 256 Hz 8/Axis

Blood oxygenation 256 Hz 15 Reective forehead sensor; 2-stage

amp with DC-oset subtraction

between dierent deployments can be very dierent from the
perspective of two dierent users.Wewill attempt to group together
various common characteristics between some of the dierent
implementations used in the noninvasive health/medical space
based on my experiences and research, and present it as a starting
point.

Other sections in the chapter are dedicated to the implementa-
tion of sensing modalities at a low level — this section will focus on
the dierences at a higher level: the hardware design paradigm, the
rmware implementation, andmechanism bywhich data is handled.

7.2.1 Hardware Paradigms

There is a big tradeo between implementations that are designed
and built from the ground up, and designs which use OEM (original
equipment manufacturer) components to accelerate development.
Fully custom designs will generally take longer to develop, test,
and debug — but they will provide the smallest form factor,
lowest power consumption, and best t for your application. These
implementations might have higher up front costs associated with
all the required development tools, but will cost lower to produce in
volume.

Examples of highly integrated circuits include a non-contact
ECG electrode with an integrated amplier [2]. In this case, the
electrode form factor requires a highly integrated device, which
is not possible with OEM options. The same is true with another
group that has developed a button-sized wireless pulse oximeter
[3]. Even greater levels of integration can be achieved by fabricating
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an application-specic integrated circuit (ASIC) containing all the
required components for aWBAN system on a single chip [4], or just
a portion [5].

A majority of WBAN devices utilize at least one OEM component
— ranging from small PCBs that implement the wireless link to fully
integrated sensing devices such as a pulse oximeter, which provides
the blood oxygen saturation percentage data over a serial stream [6].
The use of OEM components can greatly accelerate the design cycle;
however, each module often implements redundant components
such as the power stage and microcontroller’s which consumemore
power, take up more space, might not provide an ideal form factor,
and have higher costs.

The most common OEM modules are ZigBee-based motes.
Motes1 are a class of devices that are conform to the 802.15.4
communications standard and allow for a data transfer and relay
between motes in a mesh conguration. Motes can include an
ADC (analog-to-digital converter) and serial ports to interface with
custom sensing boards, such as the MICAz mote from Crossbow.
The Telos moteiv also includes temperature, humidity, and light
intensity sensors. Their popularity is based on their low levels of
power consumption, a well-established networking interface, and
the ability to relay data between motes.

There are many mote-based implementations, such as the group
at the University of Alabama, which has a built a custom ECGmodule
to interface with a Telos Mote [7, 8].

Another group has proposed a system that utilizes a number of
OEM modules, including a Nonin ipod pulse oximeter, a belt-based
respiration rate sensor, and MICA based motes [6]. A joint eort
between Stanford University and NASA has resulted in the Lifeguard
[9], a platform that utilizes a number of OEM components such as the
Nonin Xpod pulse oximeter and the Accutracker II blood pressure
monitor.

7.2.2 Firmware

There are two main camps in terms of how the rmware operates
— either as a single application, or as an operating system that

1Dr. Kris Pister, inventor of motes, denes a mote as a single dust particle
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runs the application. As with the hardware example, writing a
stand-alone application provides the greatest exibility in how to
access the hardware and utilize its resources, whereas implementing
an operating system, such as TinyOS2, can help accelerate the
development cycle and provide a large set of built-in tools but
introduces overhead into the application and imposes some limits
in terms of how the application is structured.

TinyOS is the primary operating system running in most of
the motes to handle network communications, and is used by a
number of projects. The CodeBlue group at Harvard University have
developed a number of sensors that use TinyOS motes for data
acquisition and telemetry [10] and evaluated their use for triage
[11].

A group at the Imperial College London has utilized a TinyOS-
based sensor module developed at the University of California,
Berkeley to accelerate the development cycle of a number of
biosensors. These include an ECG module and a pulse oximeter
module, each of which can relay data directly to a PDA [12].

7.2.3 The Data

Once data is collected, it can be stored, processed, transmitted,
or any combination thereof. For data storage, the predominant
mechanism is by the use of a secure digital card, especially the
microSD form factor, which is 15 mm × 11 mm × 1 mm. These
devices require standard Serial Peripheral Interface (SPI), present
on most microcontrollers. Their use is further promoted by the
availability of numerous royalty-free interface libraries and the
availability of multi-gigabyte cards. This is especially important for
devices such as the Berkeley Tricorder, which can generate up to 823
MB of data in 24 h [13]. It should be noted that during a write cycle,
SD cards use considerable bursts of current, which can introduce
noise to your system. For the Berkeley Tricorder, we found this noise
was coupled onto the LED current, which produced noise from the
pulse oximeter signal (visible in Fig. 7.15). A redesigned current
source is expected to correct this.

2http://www.tinyos.net/
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Processing of data can involve digital ltration to remove
signal noise, or calculating the percentage oxygen saturation from
the output of the pulse oximeter photodiode and lookup tables.
Processing of data consumes limited CPU cycles and increases the
power consumption of the microcontroller. Hence, as much data
processing as possible should be performed on more powerful
devices (i.e., a cell phone or a personal computer).

In terms of telemetry, there are a large number of possible
implementations that depend on: the desired telemetry range,
requirements of data relaying, the operating frequency, and the
requried bandwidth. As a general rule of thumb, the technology that
meets all the requiremets while minimizing the power consumption
and PCB real-estate will provide the best option.

7.3 Signal Acquisition

The number of possible sensing modalities is very large — a
discussion of all the possible modalities is beyond the scope of this
chapter. Instead, we will discuss some common strategies used in
interfacing analog and digital components, with examples in the
modalities used in the medical space.

The strategy for any sensing modality is to start with a
characterization of the signal of interest in the context of how that
data is to be used. The parameters of interest include the frequency
bandwidth, the required dynamic range, and source impedance. It
is always critical to start with signal source and design the rest of
the system from that point; otherwise you might nd yourself in the
position of being forced to redesigning portions of your circuit at the
expense of extra time and cost.

In addition to designing the circuit based on the signal of interest,
it must also be designed to be immune to noise coupled from
the power supply, from radio-frequency interference (RFI), or from
other components on the circuit board while adhering to various
safety requirements.

A similar strategy exists for sensing modalities that do not
require any analog interface, such as an accelerometer that
communicates through a digital interface. In this situation, it’s
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important to understand data’s application and to design around
those requirements. For example, an accelerometer that is used for
fall detection might require a high sampling rate, but not many bits
of resolution, whereas an accelerometer used to measure cardiac
output (i.e., balistocardiograph) would require signicantly higher
resolution but a lower sampling rate.

7.3.1 Frequency Bandwidth of Interest

An understanding of the frequency bandwidth ( fmin − fmax) of
interest (FOI) for any particular sensing modality is perhaps the
single most important characteristic to understand. For analog-
based signals, it will determine how the front-end interface is
designed, will inuence the choice of the amplier, and determine
the sampling requirements for the ADC. The FOIs are best
determined by doing research on the modality of interest, especially
for any biologically originating signals as most of them have been
well characterized.

The FOI is often derived by an examination of the power
spectrum of the modality of interest. For example, consider the
power spectrum of an ECG signal sampled at 256 Hz (Fig. 7.2).
By 40 Hz, we can see a 15 dB drop in the power of the signal,
which means that the importance of the 40 Hz frequency is 10

−15
10 =

Figure 7.2. Power spectrum of ECG signal. The peak at 120 Hz is a
harmonic of the 60 Hz power-line interference. See also Color Insert.
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Figure 7.3. Biopotential signal transduction pathway

3.1% that of the dominant frequency. The importance continues
to drop down to −40 dB, or 10 −40

10 = 0.01%. Depending on the
application, this data can help determine what range of frequencies
are of interest.

7.3.2 Measuring Surface Biopotentials

There are a number of sensing modalities that are based on
detecting and amplifying biopotentials from the skin. These include
the electromyogram (EMG) for detecting the activity of muscle
bers, the electrocardiogram (ECG) for detecting the electrical
activity of the heart, the electroencephalogram (EEG) for detecting
the electrical activity of the brain, the electroretinogram (ERG) for
measuring the activity associated with eye movement, among oth-
ers. All these modalities operate under the same basic mechanism
(Fig. 7.3).

7.3.2.1 The electrode

The rst site of signal transduction occurs at the skin-electrode
interface, where ionic potentials are converted into electrical
potentials through reduction/oxidation reactions that follow the
basic form

C ≠ C n+ + ne− (7.1)

Am− ≠ A +me− (7.2)

where C and A represent the cation and the anion, respectively,
and m and n represent their respective valencies. These reactions
are reversible for most electrode/electrolyte combinations, but not
all. As a result, it is wise to not be too creative with electrode
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Figure 7.4. Silver-silver chloride electrode redox reaction.

choices. There are many electrode/electrolyte combinations that
have various advantages and disadvantages, but we will focus on
the most commonly used one: the silver-silver chloride (Ag-AgCl)
electrode. Among other benets, the electrode chemistry will help
minimize the eects of motion artifacts [14].

The Ag-AgCl electrode consists of a layer of silver surrounded
by a very thin layer of silver chloride. A gel containing a high
concentration of Cl− ions and saturated with AgCl is often used in
conjunction with the Ag-AgCl electrodes (Fig. 7.4).

The interface of the Ag-AgCl electrode, the electrolyte, and
the skin form a equilibrium, which is governed by the following
equations:

Ag ≠ Ag+ + e− (7.3)

Ag+ + Cl− ≠ AgCl (7.4)

Metallic sliver will give up electrons and spontaneously combine
with free chloride ions to form silver chloride, which due to its
limited solubility, will precipitate out of solution adding to the silver
chloride layer. These reactions occur constantly and reversibly, but
the concentrations of the various constituents remain the same
averaged over time resulting in no net current. However, if the
potential of the tissue at the location of the electrode changes, then
the reactions will be driven in one direction or another causing
a net ow of electrons into or out of the electrode, which can be
measured.
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It is also possible to measure the electrical potential dierences
using capacitative electrodes that do not have a galvanic connection
[15]. These electrodes can be fabricated with a thin layer of
nonconducting dielectricmaterial and oer benets, including being
able to sense potential dierences though clothes, but suer from a
very high sensitivity to external noise and an attenuation in the low-
frequency components of the signal.

7.3.2.2 Filtering

As mentioned in Section 7.3.1, dierent biological processes exhibit
electrical activity at dierent frequencies, and should be ltered
accordingly. Beyond ltering for unwanted noise, a low-pass lter is
always required to avoid aliasing, while a high-pass lter is required
to bias the signal. Furthermore, it is always a wise idea to add an
RFI lter [16] to prevent output oset errors due to RF rectication
inside the amplier.

7.3.2.3 Amplier

Picking an optimal operational amplier (OpAmp) for the applica-
tion is a critical step in the design in a biopotential measurement
device. Care must be taken that the amplier does not contribute
additional noise to the system, that its input impedance is
suciently greater than the source impedance of the signal to
prevent distorting the signal, and that it can provide sucient gain
at the frequencies of interest. A number of other issues exist, such as
verifying that the amplier is able to operate at the supply voltage
of the PCB or that the quiescent current consumption is suciently
low, but these issues are more obvious and do not require as much
attention.

As most biosignals are based on the dierence in potential
from two dierent sites, the use of an instrumentation amplier
(InAmp) is highly recommended. An InAmp is designed to provide
balanced, high input-impedance (typically 109 ) inputs with low
bias currents, and a low impedance output with low DC-oset error.
An InAmp can be constructed with two or three OpAmps; however,
using a monolithic single-package InAmp has the advantage of
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Figure 7.5. Texas Instruments INA331 Instrumentation Amplier Gain-
Frequency Bode Plot.

having highly matching passive components that are often trimmed
to provide lower errors and very high common-mode rejection.
Additionally, a monolithic InAmp will use less PCB space to help
reduce the WBAN size. There are a number of free online references
that help explain OpAmps [17] and InAmps [18].

The rst step in picking the right amplier is to see if it’s able to
provide a at gain response over the range of frequencies of interest
(Section 7.3.1) by examining the Bode plot, or the gain-frequency
response of the amplier on a log-log plot (Fig. 7.5).

Although most passive components can generate noise, referred
to as thermal noise, the noise from active components (i.e.,
OpAmps/InAmps, transistors, etc.) usually dominates the signal.
There are a number of noise sources in OpAmps and InAmps, but the
main ones to be concerned with are input bias currents and input-
referenced voltage noise. For biopotentials, the source impedance
is often very high (upward of 105 ), where the bias-current noise
will dominate. Only by understanding the characteristics of the
signal requiring amplication can you determine what amplier
requirements exist for your implementation.
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7.3.2.4 Analog Digital Converter and Microcontroller

The number of low powermicrocontrollers (MCU) is ever increasing
with certain applications allowing a device to remain operational
for years with a single battery. Most contemporary MCUs include
ADC and digital to analog converter (DAC), which greatly simplify
the design; however, do not feel restricted to using the provided
peripherals if they do not satisfy your design requirements.

For the design of the Berkeley Tricorder, we required an MCU
that provided us with multiple fast, high-precision ADC inputs for
data acquisition as well as a DAC for our SpO2 implementation. We
needed multiple serial (UART, SPI, I2C) interfaces, a DSP for digital
ltering, and low power consumption for extended battery life. We
found the Texas Instruments MSP430 MCU a perfect t for our
needs. Our current design utilizes the MSP430F2618, which is fast
(16 Mhz), and has large RAM (8 kb). The built-in ADC is capable of
200 k samples per secondwith a 12-bit resolution and ismultiplexed
across eight channels.

7.3.3 Electrocardiograph

The electrocardiograph is a device that measures the electrical
activity of the heart. The heart can be thought of as four distinct
pumps, which are synchronized to beat in a specic order. Blood
from the body rst lls the right atrium, which is essentially a low-
pressure pump that lls the right ventricle. The right ventricle is
a higher pressure pump that pumps blood into the lungs. When
blood returns from the lungs, it similarly lls the left atrium, which
lls the left ventricle whose job is to pump blood at high pressure
throughout the body.

The timing of these pumps is coordinated by means of the heart
tissue itself. A region known as the sino-atrial node, known as the
pacemake of the heart, initiates an electrical depolarization that
causes muscle tissue nearby to start contracting. A healthy heart is
able to direct the wave of electrical depolarization in such a way
to cause a highly orchestrated series of contractions resulting in a
synchronized pumping action.
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Figure 7.6. ECG waveform. See also Color Insert.

When the heart initiates a contraction, a potential dierence
forms between dierent regions of the heart and follows the wave
of depolarization as it progresses though the heart. The potential
dierence can be treated like a dipole that moves through a volume
conductor, generating potential dierences on the surface of the
body. This potential dierence is what the ECG detects, and the
placement of the electrodes provides dierent views of the heart’s
electrical activity (Fig. 7.6).

A damaged heart, as is the case after a heart attack, can
result in problems with the propagation of the wave of electrical
depolarization resulting in a number of chronic conditions. By
utilizing an ECG to detect how the electrical activity of a heart has
been altered, a cardiologist can determine how the heart has been
damaged.

There are many additional uses for an ECG. The simplest use is to
measure the heart rate, which is performed by measuring the main
left-ventricular contraction, which appears as the strong positive
deection known the R-peak.

ECGs are described by either the number of channels or the
number of electrodes. A channel refers to the number of dierent
dierential pairs, whereas the number of electrodes simply refers
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to the number of electrodes. The same electrode can be used as
a reference for multiple dierential pairs, but when people speak
about 5- or 12-electrode ECGs, standard known congurations are
used. At a minimum, two electrodes are required to generate an ECG
trace, but 3-electrode, 5-electrode, and 12-electrode congurations
can provide additional views of the heart’s electrical activity to
aid in monitoring and diagnosis. In this section, we will detail the
implementation of a single-channel ECG, which can be extrapolated
out to congurations requiring additional channels.

The range of frequencies of interest for an ECG depends on the
application. Often, the distinction is made between monitoring-ECG
and diagnostic-ECG. Monitoring-ECG is used for routine examination
of the ECG waveform, and is more heavily ltered to remove noise
artifacts with a pass-band of 0.5 Hz to 40 Hz. Diagnostic-ECG is
ltered less to provide a more detailed waveform for diagnosing
cardiac problems, and typically ranges from 0.05–150 Hz. You can
see the relative contributions at the various frequencies in the power
spectrum in Fig. 7.2. The peak at 120 Hz results from the rst
harmonic of the 60 Hz power-line noise; the 60 Hz peak is not
noticeable due to the high signal-to-noise ratio at that frequency.

The heart is a large muscle capable of generating a strong
signal on the surface of the skin, in the range of several millivolts
in amplitude, which makes it a fairly easy signal to detect. For a
two-electrode conguration, placing an electrode on either side of
the chest will work; however, it will be useful to understand the logic
behind some standard ECG congurations in determining where to
place the electrodes.

The rst electrode conguration proposed was by Einthoven
(Fig. 7.7), and uses two channels and three electrodes. The
electrodes are placed on the left arm, right arm, and the left leg,
and forms a triangle with the heart in the center. The dierential
voltage between any two electrode locations denes a view from
the lead dened by electrodes, denoted as I, II, and III. Given the
symmetry of the triangle, only two dierential pairs are required to
be measured, and the third lead can be determined from the sum or
dierence of the two dierential measurements [19]. For example,
if both positive electrodes are placed on the right foot (VF ), and the
negative lead from one channel is placed on the left arm (VL ) and the
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Figure 7.7. Einthoven ECG lead locations (from wikiCommons). See also
Color Insert.

other is placed on the right arm (VR), then you have the following
relationships:

VII = VF − VR (7.5)

VIII = VF − VL (7.6)

It can then be shown that the dierence of equation 7.6 from 7.5 will
yield VI .

VII − VIII = (VF − VR)− (VF − VL )

VII − VIII = VL − VR = VI (7.7)

There are a number of other electrode congurations worth
considering [20–22], but it’s important to note that dierential
surface potentials can be arithmetically combined to form dierent
electrical views as long as more than one channel is being used.

If the electrodes are close to any other large muscles, such as the
pectorals, then they can also pick up the electrical activity associated
with the muscle activity. It is possible to build a device known as an
electromyogram (EMG) to measure the activity of arbitrary muscles,
which will be discussed in Section 7.3.4.

After deciding where the electrode, are to be placed, leads must
be attached connecting the electrodes to the amplication circuitry.
The leads should be kept as close to one another, and ideally
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be twisted together to prevent picking up electromagnetic noise
dierentially. The instrumentation amplier can do a very good job
of rejecting common-mode noise, which appears on both wires;
however, the further the wires are from each other, the greater the
probability that noise can be coupled onto just one wire, which will
show up as a dierential signal and amplied by the InAmp.

7.3.3.1 Berkeley Tricorder

The Berkeley Tricorder was designed to have a monitoring-ECG
rather than a diagnostic-ECG as our use-case required any detected
abnormalities to be escalated to a cardiologist for a workup. The
design utilizes a second-order high-pass lter biased at the mid-
supply voltage followed by radio-frequency interference lter and
an instrumentation amplier with a gain of 1000. A second-order
high pass lter was required to minimize the DC bias drift resulting
from motion artifacts while maintaining a low −3 dB corner
frequency (0.79 Hz). A low-pass lter was not required as the
instrumentation amplier has a natural roll-o starting at 200 Hz
at a gain of 1000. Although this frequency is higher than required, it
simplied the design to use the built-in low-pass lter than to add
an additional one.

The output of the instrumentation amplier is biased to mid-
rail

 3.3 V
2 = 1.65 V


, and the ADC has a positive/negative reference

voltage of 3.3V/0V, respectively. Thus, the output of the amplier can
swing ±1.65 V before saturating. For a gain of 1000, this translates
to an input voltage of

±1.65 V
1000 = ±1.65 mV


from the skin surface

potential.

7.3.4 Electromyogram

The focus of this section will be on surface EMG measurements.
Although transcutaneous (“needle”) EMG electrodes are useful
for a number of applications [23], it is not likely that a WBAN
implementation will have this requirement and the safety concerns
associated with placing electrodes under the skin is beyond the
scope of this chapter.
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A lot of the same methodologies apply to EMG as it does to
ECG, after all, the ECG is a specialized case where the electrical
activity of the myocardium is being measured. As with the ECG,
the EMG measures surface potentials generated by muscle bers
during contraction. There are a large number of muscles that can be
measured, all with dierent applications ranging from kinesiology
studies [25] of motion to stress detection [26].

Unlike ECG, the EMG signal has higher frequency components
as noted in its power spectrum (Fig. 7.8) and thus require high
sampling rates. It is typically accepted that the EMG signal has a
bandwidth of 500 Hz, thus minimum a sampling rate of 1 kHz is
typically used due the Nyquist sampling theorem. Given the shape
of the power spectrum, a bandpass lter between 5–10 Hz and
500 Hz is typical. The band-pass lter is created by placing a low-
pass lter of 500 Hz in series with a high-pass lter at 5–10 Hz.
However, if only the envelope of the signal is required, rather than
the individual peaks, the signal can be rectied, low-pass ltered at
50 Hz, and sampled at 100 Hz [27] (Fig. 7.9). EMG surface potentials
can range from 0–6mV peak to peak, depending on themuscle being

Figure 7.8. EMG power spectrum (redrawn from [24]).
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Figure 7.9. (a) Raw EMG signal, (b) rectied EMG signal, (c) low pass
ltered.

investigated. Hence, the amplier should provide sucient gain to
utilize the full dynamic range of the ADC without saturating.

For a more detailed examination of the requirements associated
with EMGmeasurements, the reader is directed to reference [24].

7.3.4.1 The Berkeley Tricorder

Our initial interest in an EMG sensor was to measure back tension
by measuring muscle activity as a proxy for stress. For this, we did
not require a very fast input stage and reused the bulk of the ECG
design. Given that the bandwidth of the EMG signal is in the range of
20–500 Hz, we could bemore aggressive with the HPF. A single stage
with a a −3 dB of 7.9 Hz was chosen and found to be eective. The
amplier we chose demonstrates a gain roll-o starting at 300 Hz,
and allows us to sample the signal at a slower rate. This is sucient
to measure a general level of muscle activity. However, for a more
diagnostically relevant EMG implementation, we are considering
migrating to a faster amplier and higher sample rates.

7.3.5 Pulse Oximetry (SpO2)

Blood oxygenation is a critical parameter that can help diagnose
conditions of pulmonary distress, hypovolemia [28], vascular
perfusion, among other. Blood oxygenation has a secondary benet
in that it can be used to compute pulse transit time (PTT), or the
amount of time between the ejection of blood from the heart to the
pulse arrival time at a peripheral location. It has been shown that
there is a direct correlation between PTT and arterial blood pressure
[29].
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Pulse oximetry is a method by which the variation in the
absorption of light by tissue is used to determine the percentage
saturation of blood hemoglobin by oxygen. The modern technique
was invented by Takuo Aoyagi, and works based on the following
two principles. The rst involves the macromolecule responsible for
oxygen transport, hemoglobin. The iron containing macromolecule
found inside blood cells binds to oxygen molecules and helps
transport them at much higher concentrations than possible with
freely dissolved oxygen in the blood. Deoxygenated hemoglobin (Hb)
absorbs red light more than oxygenated hemoglobin (HbO2), giving
HbO2 a brighter red color. The opposite is true for infrared light,
where HbO2 absorbs infrared light more than Hb (Fig. 7.10). This
means that by measuring the ratio of absorption of red versus
infrared light, the percentage oxygenation of the hemoglobin can
be determined in samples of blood. However, there are many other
types of tissues found in the body that also absorb varying levels of
red and infrared light, so the simple technique cannot be applied to
blood in the body.

The second principle, which was the key to Takuo’s discovery,
was that it is possible to measure the variation in amplitude of
light being absorbed due to the pulsatile nature of blood. As the

Figure 7.10. Hemoglobin light absorption curves.
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heart beats, a pressure wave travels through the arteries to the
capillaries, which change in volume as they ll and empty with
blood. By examining the ratio of absorption for just the pulsatile
portion of the signal, you are able to compare red and infrared light
absorption by the portion of blood that is changing, allowing for a
direct measurement of a component of blood rather than that of any
other tissue components.

The implementation of this technique is simple: measure the
ratio of the pulsatile portion of red to infrared light as it passes
and is absorbed by tissue, multiplied by a calibration value. Both
these steps are performed by shining alternating red and infrared
light from closely mounted (ideally on the same die) LEDs through
tissue (i.e., nger, ear) and measure intensity of transmitted light by
a PIN photodiode. A PIN photodiode is sensitive light detector. The
resulting waveform will resemble Fig. 7.11. Next, in software, the
amplitude of the waveform is measured for both light frequencies
(AC RE D , AC I R) as well as the DC bias of the waveforms (DC RE D ,
DC I R). The ratio AC RE D

AC I R
needs to be corrected for variations in light

intensity from the diered LEDs, the dierence in absorption of the
dierent frequencies of light by the tissue, as well as the varying
sensitivity of the photodiode to the dierent frequencies of light. The

ratio of DC biases


DC I R
DC RE D


takes into account all of these variables,

Figure 7.11. Light absorption through tissue by infrared (top curve) and
red (bottom curve) light.
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and the product of the AC RE D
AC I R

and the correction factor DC I R
DC RE D

will

result in a ratio

R = DC I R

DC RE D

AC RE D
AC I R


which directly corresponds to

the percentage saturation of hemoglobin by oxygen (SpO2).

Note that most literature denes R as
log10


AC RE D
DC RE D



log10


AC I R
DC I R

 . However, as

the ratio R is an arbitrary number used in conjunction with an
empirically derivedmapping, there is no need to take the logarithms.
This simplied explanation of the process does not explain the
underlying theory; for more information, the reader is directed to
reference [30].

As contemporary ampliers are very fast compared to the rate
of the heart beat, it is possible to only have the LEDs on for a very
short period of time, take a measurement, then shut o the LEDs to
conserve power for someperiod of time. An additional light intensity
measurement should be taken while the LEDs are o in order to
subtract out any background light from both the infrared and red
light signals. The duration of the LEDs on time to the o time is
referred to as the duty cycle, and the lower the duty cycle, the less
power the circuit consumes, which is an important consideration for
a battery-powered device.

Although a theoretical correlation between R and the percentage
SpO2 exists, sucient deviation exists to necessitate use of an
empirically derived mapping of R and percentage SpO2. The
empirical mapping is made by simultaneous measurements of R
through pulse oximetry and blood oxygen though samples drawn
from a subject while the subject is being deprived oxygen. Based on
thesemeasurements, a conversion factor thatmaps R values to SpO2
percentages can be determined, which is valid for the device and
LED/photodiode conguration. A new empirically derived mapping
will have to be made if the circuit or any of the components change.
Also, the mapping is only valid down to approximately 80% blood
saturation as depriving oxygen to the test subjects below that
point is dangerous. This is the case with all commercially available
monitors. However, given that there are number of commercially
available and calibrated pulse oximeters, it is sucient to use one
of these devices to derive an R-SpO2 mapping, rather than drawing
and analyzing blood from test subjects.
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The description thus far has been for a transmissive pulse
oximeter that works by measuring the levels of light absorbed by
blood as light passes through tissue. There exists another type
referred to as a reective pulse oximeter that works by measuring
the levels of light absorbed by blood as the light travels through
tissue and backscatters back to the same side of the tissue where
the LEDs are. Themost prominent placement for such a sensor is the
forehead, but other locations have also been evaluated in reference
[31].

There are a number of tradeos that should be considered early
in the design process:

• The SNR is proportional to the volume of blood in the
tissue being measured, thus; tissues that suer from poor
blood ow or vasoconstriction due to cold temperatures
will result in a poor signal.

• The greater the SNR, the further the LEDs and photodiode
are from each other, as the light travels through and is
aected by more tissue, but additional LED current is
required (and LEDs that can handle higher currents) which
decreases battery life.

• The faster the amplier and ADC circuitry, the shorter
the duty cycle of the LEDs, which results in lower power
consumption at the expense of additional noise due to
higher cuto frequency for the low-pass lters

There are many dierent SpO2 circuit implemetnations, such as this
one by Texas Instruments [32]. However, the basic building blocks
consist of noise-free current source to drive either a RED or IR LED,
a PIN photodiode to pick up the light transmitted, a transimpedance
amplier to convert the current from the photodiode to a voltage,
and a DC subtraction and amplication stage to remove the DC bias
and further amplify the signal.

7.3.5.1 The Berkeley Tricorder

In order to derive blood oxygen saturation, determine pulse arrival
time, and keep costs low, we needed to record the SpO2 waveform
rather than to use an OEM device, which only computes the oxygen
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Figure 7.12. Block diagram of pulse oximeter.

saturation percentage. Being able to visually inspect the SpO2
waveform is also important to the physician as a gure of merit for
the SpO2 calculation. Poor perfusion or poor SpO2 placement can
lead to erroneous oxygenation.

Our design (Fig. 7.12) called for a circuit capable of illuminating
one of the two LEDs with a constant current and measuring
the amount of light picked up from a nearby PIN photodiode.
We decided to do our initial development and testing using a
commercial reective SpO2 sensor manufactured by Nellcor (Max-
Fast, Nellcor/Tyco, Pleasanton, CA). Nellcor produces a series of
disposable and reusable sensors, which utilize a DB-9 connector
with identical pinouts allowing for the ability to quickly test dierent
devices and congurations.

The output stage of our device consists of a constant-current H-
Bridge LED driver. The LEDs on the Nellcor sensor have their anode
and cathodes connected. By driving one side high and the other low,
one can choose which LED to illuminate. It is critical to drive the
LEDs at a constant current to avoid coupling supply noise onto the
received signal.

The input stage consists of a transimpedance amplier (TIA)
connected to a PIN photodiode in the sensor followed by a
dierential amplier used to subtract out the dc-oset of the signal
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and add additional gain. The oset subtraction signal is generated
from the MSP430’s on-board DAC. A feedback loop keeps the SpO2
signal from saturating by adjusting the DAC output. The DAC value is
also stored and used for the blood oxygenation computation.

The system also measures background levels by repeating the
measurements with both LEDs are turned o. These values are also
used in the blood oxygenation calculation. All the data is then stored
and/or transmitted for further processing to extract the relevant
features.

7.3.6 Respiration

Monitoring respiration is important in a large number of cases. It’s
critical to monitor respiration in patients with cardiopulmonary
issues such as congestive heart failure and patients who are on
medication that suppresses breathing. It’s also useful in diagnosing
a number of conditions such as systemic inammatory response
syndrome (SIRS).

7.3.6.1 The Berkeley Tricorder

Our original attempt at respiration rate detection relied on acoustic
pickupwith amicrophone, but we found bioimpedance to be amuch
more reliable indicator of respiration rate. Bioimpedance also allows
us to measure relative breathing tidal volumes and to detect coughs.
Bioimpedance can also be used for a number of other diagnostic
measurements beyond respiration such asmeasuring cardiac output
[33] and body fat [34], although we have not investigated these
applications.

A high frequency sinusoidal signal (50 kHz) is used so that the
eects of the skin impedance are minimized through capacitative
coupling. We chose a 350 μA current at 50 kHz in order to provide
us with a good signal, while being signicantly lower than the
maximum safe current as dened by IEC60601-1-2005. Using a pair
of electrodes connected to a high impedance dierential amplier,
we can accurately measure the voltage dierence between the
electrodes, which is directly related to the impedance between those
points.
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We originally planned on building a fully analog impedance mea-
surement system; however, we were able to signicantly reduce the
system complexity by utilizing Analog Device’s AD5933 impedance
analysis IC. The AD5933 has previously been shown eective in
bioimpedance measurements [35]. Our output stage consisted of a
voltage-to-current circuit followed by a 3.3 nF DC blocking capacitor.
The input stage utilizes the ECG electrodes, passes the signal through
an RFI lter to a programmable dierential amplier which feeds
the amplied signal back to the AD5933. Although the AD5933
should be very eective at ltering out any high-frequency noise, we
felt it would be prudent to add an RFI lter to the input stage —
given its importance in ECG measurements. The IC then computes
the real and imaginary components of the signal, which we convert
to a magnitude and phase. The magnitude of the impedance is
proportional to the chest volume, and breathing can easily be seen
as a variation of the impedance (Fig. 7.15, bottom trace). From this
signal, we can determine respiration rate and approximate tidal
volume.

7.3.7 Accelerometry

Most health monitors incorporate an accelerometer. With this, one
can determine body orientation, activity levels, and perform fall
detection. With additional processing, it is possible to deduce what
activity the subject is engaded in [36, 37–39]. Furthermore, it is very
easy to implement — hence its prevalence.

7.3.7.1 The Berkeley Tricorder

Our rst implementation utilized a 3-axis analog accelerometer,
which was connected to the MSP430 by means of three analog
input lines. Although this approach worked well, it used too many
ADC channels of the MSP430. We later switched to the LIS302DL
manufactured by STmicroelectronics. Not only does it provide a
digital serial interface, but it also has built-in hardware fall detection.
Although initially designed to detect the fall of a portable electronic
device, the IC can be used to detect if the patient falls down without
taxing the microcontroller.
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7.4 Wireless Interface

The number of wireless options is ever changing and evolving with
no clear dominant player at this point. One must consider all the
requirements based on the end application to determine the right
technology. Issues to consider include transmission range, data rate,
interoperability, and operating frequency. It is also insucient to
simply present a table with the comparison of the various features
as many of the values will dier based on the manufacturer and
operating environment.

We will discuss the requirements for the Berkeley Tricorder and
the rational behind the choice of its wireless technology, followed by
a discussion on some of the issues that are important to consider in
making a decision for thewireless data link. Additionally, Table 7.2 at
the end of this section provides a general summary for a number of
wireless technologies. The complied data should not be considered
concrete as there are many dierent implementations of the various
technologies that it should only be considered a starting point.

7.4.1 The Berkeley Tricorder

Telemetry is an important requirement for a medical device as it
provides ameans for the diagnostic data to be viewed in real-time, or
to be transmitted to caregiver or amore powerful system to perform
computational analysis of the data.We chose Bluetooth to satisfy our
telemetry needs for a number of reasons.

Table 7.2. Comparison of wireless technology standards

ZigBee Bluetooth ANT Wi-Fi Wi-Fi

IEEE Standard 802.15.4 802.15.1 Propriatary 802.11b 802.11g

Frequency 868 Mhz/915 Mhz/ 2.4 Ghz 2.4 Ghz 2.4 Ghz 2.4 Ghz

2.4 Ghz

Max Rate 20/40/250 Kbps 1−24 Mbps 1 Mbps 11 Mbps 54 Mbps

Over Air

Max Achievable 10/20/125 Kbps − 20 Kbps 6.3 Mbps 31.4 Mbps

Rate

Range (meters) 10−75 (1500 for Pro) 1−100 10 10−100 10−100
Current (mA) 1−50 1−35 1−22 100−350 100−350
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• High level of penetration in consumer devices such as cell
phones and laptops.

• Standardized proles (serial, audio, object transfer, dial-
up networking, etc) requiring no additional development
eort.

• High-speed wireless (v1.2 Bluetooth is rated at 1 Mbit/s).
• Lower power consumption per bit than competing devices.
• Single IC implementation.
• Multiple built-in interfaces peripherals to help simplify
device design such as an ADC/DAC/USB interface

Rather than using a monolithic serial to Bluetooth module, we have
incorporated the CSR plug’n’go BlueCore3 chipset directly. Not only
does this give us full access to many peripheral interfaces, but it
also signicantly reduces the device cost. The BlueCore3 IC provides
audio input/output, a USB interface, 16 general-purpose I/O lines,
which can be used for I2C or SPI communication, ADC, DAC, and a
serial interface. The rmware can be congured to provide many
dierent proles including object exchange (OBEX) to facilitate bulk
data transfer, and more importantly, dial-up networking (DUN) to
allow telemetry without the need for any custom phone software.
Our current implementation utilizes Bluetooth as a serial device and
interfaces with the MSP430 at up to 1 Mbps.

7.4.2 Power Consumption

Of primary importance to many WBAN projects is the power
consumption of the wireless data link, which in most cases is the
dominant power consumer for the device. As we stated earlier,
it’s almost impossible to put together a table that’s capable of
comparing, apples to apples, the power consumption of the various
radio technologies. This is because it’s impossible to separate
the radio technology from an implementation of that technology.
Consider a radio transceiver that generates the RF signal. There
are many transceivers to choose from which all have dierent
power consumption characteristics, even if they operate at the
same frequency, have identical output power, and modulation.
For example, both Texas Instruments CC2500 IC and Nordic
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Semiconductor’s nRF2401A IC operate at 2.4 Ghz and can support
Gaussian Frequency-Shift Keying (GFSK) modulation, which is used
for Bluetooth. However, the nRF2401A datasheet species 13 mA
at 0 dBm (1 mW) output power while the CC2500 species
21.2 mA. Even this comparison is unfair as there are many other
dierences between the feature set of the components, but it demon-
strate the diculty in comparing power consumption between
technologies.

Newer implementations of a protocol can vary the power
consumption of a device — depending on the feature set. For
example, Bluetooth version 4.0 denes Bluetooth low energy
technology, which trades o bandwidth for a decrease in power
consumption (50% to 99% reduction based on use case) while
doubling the maximum range.

The duty cycle of the radio will have a huge impact in regards
to power consumption. If your wireless technology allows for a
maximum bandwidth of 1 Mbps, but your application only requires
a 10 Kbps stream to be transmitted, then you should be able to shut
down the radio 99% of the time to save on power consumption.
This is just a very rough approximation, and it’s never so so clear
cut. There is additional time required for the radio to exit low
power, it needs to power on at regular intervals to see if some other
transmitter is sending it data, it needs to deal with the protocol
overhead, and if there is a problem with the data link, then the radio
will need to retransmit data.

7.4.3 Data Range and Transmit Power

The range of a wireless data link is dependent on the power of the
transmitter, the quality and orientation of the antennas (TX & RX),
the frequency of the transmitter, and the surrounding material. Let’s
rst discuss how the power from the radio is sent to the antenna,
through space, and to the receiver and the various points of power
loss along the path.

The transmit power plays a very large role in the range of a
wireless link, and how much of this signal makes it to the receiver
will determine the range of the link. RF power is measured in dBm
which decibel value in reference to 1 mW of transmit power, and is
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dened as

P = 10(x/10)

1000
(7.8)

where P is the transmit power in watts and x is the dBm. Note that
0 dBm is equal to 1 mW, and the power doubles for every 3 dBm,
or is halved for every −3 dBm. The RF transceiver will generate
this power, and it will be sent to an antenna; however, impedance
mismatches between the transmitter, the PCB trace(s) (or coax
cable(s)), and the antenna can reduce the amount of transmitted
power.

The type of antenna and its radiation pattern will also play a role
in how eciently the power is transmitted. The simplest antenna is
formed on the PCB by a specially designed trace pattern. These are
the simplest and cheapest solutions, but not necessarily the best.
The use of a chip antenna is a good compromise with generally
improved performance while utilizing minimal board space at a low
cost.

The radiation pattern of the antenna determines how the
antenna can focus energy in a particular direction. The ability
of an antenna to direct its energy is measured in dBi, or the
decibels of radiated power for a particular radiation geometry as
compared to an isotropic antenna, which radiates equally in all
directions. Antennas exist that can focus the transmission energy
giving signicant gain in one orientation, but at the expense of
being signicantly weaker in other orientations. If the body-worn
RF device is to be consistently oriented in reference to a remote
receiver, then the transmit range can be extended by using a
directional antenna with a high dBi. However, for most applications,
the relative antenna orientations cannot be guaranteed and thus
an omnidirectional antenna will be preferred to maximize transmit
power independent of the subject’s orientation.

Once the RF power hits the antenna and is transmitted in free
space, the RF energy degrades with the square of the distance
between the transmitter and receiver. Furthermore, the ability for
the receiving antenna to pick up a signal also degrades with the
square of the frequency. The loss attributed to these two factors
determines the free-space path loss (FSPL) and is dened as the
ratio of transmit power (Pt) to receive power (Pr). For an isotropic
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antenna,

Pt = 4πd2S (7.9)

and

Pr = Sλ2

4π
(7.10)

where S is power per unit area, λ is the wavelength, and d is the
distance between the transmitter and receiver. Considering the ratio
of Eqs. 7.9 and 7.10

FSPL = Pt
Pr

= 4π Sd2

Sλ2/4π
= 16π2 d

2

λ2
=


4π

d
λ

2

Substituting in λ = c/ f , where f is the frequency and c is the speed
of light,

FSPL =

4π
c
df

2

(7.11)

Expressed in dB,

FSPL(dB) = 10 log

4π
c
d f

2

(7.12)

For a 2.4 Ghz transmitter with a receiver 10 m away, the free
space path loss will be in the order of 10 log((4π/3×108)(10×2.4×
109)) ≈ 30 dB.

However, the losses will be greatly increased if there is no clear
line of sight between the transmitter and receiver. This loss is
dependent on both the frequency as well as the blocking material,
such as the building walls or the human body. Consider 2.4 Ghz
radiation — it is used by microwave ovens to heat water in foods.
Likewise, given that the human body consists mostly of water,
the energy of a 2.4 Ghz RF link (about 1,000,000 weaker than a
microwave) is absorbed and heavily attenuated by the human body.
This is a huge problem with many of the technologies that operate
at 2.4 Ghz, such as certain ZigBee and Wi-Fi implementations, and
Bluetooth. If the body-worn device is on the front of the subject’s
chest, and the receiver unit is located behind the subject, severe
signal degradation will occur.
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7.4.4 Data Rate

The maximum data rate is determined by the operating frequency
and the modulation technique of the technology in question. This
(often sited) theoretic upper limit does not include the protocol
overhead and assumes a high quality RF link. One should consider
the maximum required data rate for the application at hand,
determine the location of any bottlenecks in the system, and verify
that the chosen technology can satisfy that data link given real
values, not the ones found in datasheets.

For example, consider the case of two ZigBee-based sensors,
each sampling with a resolution of 12 bits at 4,000 samples per
second (sps) with the data being received by a PDA mounted with
a ZigBee receiver. If every sample is to be sent as a 16-bit word, then
each sensor will generate 64,000 bits per second of data (bps). This
means that the receiver must be able to handle 128 Kbps. ZigBee
is rated to handle 250 Kbps according to the spec sheet, but this
doesn’t include all the protocol overheads or any retransmissions
due to loss. A good rule of thumb for ZigBee is that you should
expect about half specied transmission rate with a good data link,
or 125 Kbps. In this case, a reduction in the sampling rate or some
other technique to lower the data rate would be required—or using
a dierent technology that can handle the higher data rates.

7.4.5 Human Safety

As discussed in Section 7.4.3, the human body is capable of
absorbing RF energy and converting it to heat. Although a radio
transmitter is orders of magnitude less powerful than a microwave
oven, it is important to consider how the energy can aect the
body or implants such as pacemakers, and so as to minimize any
potential health hazards. There are a number of dierent regulatory
bodies that have established safety guidelines for the use of RF
transmitters that should be referenced. In the United States, the
FCC guidelines were derived from the recommendations of the
National Council on Radiation Protection andMeasurements (NCRP)
and the Institute of Electrical and Electronics Engineers (IEEE).
Many European countries use the guidelines established by the
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International Commission on Non-Ionizing Radiation Protection
(ICNIRP). The NCRP, IEEE, and ICNIRP guidelines specify dierent
permissible energy levels based on the frequency and on whether
part of the body or the whole body is exposed.

The FCC’s guidelines can be found in OET bulletins 56 3 and
654, and are highly recommended readings. As far as RF emissions
are concerned, the FCC dierentiates betweenwhole-body exposure
from partial-body exposure from a smaller device, such as a
cellphone orWBANdevice. The FCC limits for partial-body exposure,
dened as a radiating source operating within 20 cm of the user, are
based on the specic absorption rate (SAR) of a particular frequency
of energy per unit mass of tissue. For the general public, 1.6 W/kg
averaged over 1 g of tissue are permissible, though less restrictive
limits are dened by the regulatory agencies in other countries.
For example, the CENELEC-imposed limit in the United Kingdom is
2 W/kg averaged over 10 g of tissue5.

The shielding in pacemakers and other implantable devices
should prevent most interference from a WBAN device; however,
contemporary implantable devices are designed for bidirectional RF
communication and thus a risk interfering with the operation of the
device exists. As a result of a study performed in 1997 [38], the FCC
recommends that the transmitter should be at least 6 inches away
from the pacemaker.

7.4.6 Security

For most WBAN-type applications, especially if health-related infor-
mation is being gathered, then data security is a must. Depending
on the country the device is to operate in, various government
regulations apply, such as the Health Insurance Portability and
Accountability Act (HIPAA) in the United States. Violations of these
requirements can result in incarceration, so care must be taken in
the implementation of the authentication of peers and encryption of
data to be transmitted.

3http://www.fcc.gov/oet/info/documents/bulletins/#56
4http://www.fcc.gov/oet/info/documents/bulletins/#65
5http://webstore.iec.ch/webstore/webstore.nsf/artnum/033746
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Many of the wireless technologies support some level of
encryption, but as security expert Bruce Schneier often states,
it’s not the encryption that fails, but the implementation of the
encryption. Consider the WEP encryption used by many Wi-Fi
routers. The encryption used is RC4, which is still secure. However,
the implementation of the encryption is faulty, and as a result aWEP
password can be determined within minutes using standard tools.
In the case of WEP, this is because the encryption vectors are reused
often if there is sucient trac allowing for cryptographic attacks.
This is a fundamental aw in WEP, and similar aws might exist in
the implementation of the security of your wireless technology—or
in your particular implementation of a technology.

If you are required to use a particular technology and you need
to comply with regulations such as HIPPA, but the security provided
by your particular technology is insucient, there is no reason
you can’t implement your own additional layer of authentication
or security. Bruce Schneier’s book Applied Cryptography is a great
resource in understanding the fundamentals of encryption and
authentication if you plan on implementing your own. Some
encryption schemes are simple to implement and can be done using
spare clock cycles in a microprocessor — others might require
more power computational power on a complex programmable logic
device (CPLD) or digital signal processor (DSP). However, care must
be taken if a multi-IC solution is used where a secret key might be
transmitted from one IC to another in an unencrypted fashion.

7.5 Batteries

In choosing what type of battery to use to power a WBAN device,
onemust consider the battery size, capacity/power density, nominal
operating voltage, internal resistance, and safety. The right battery
for a WBAN implementation is the result of weighing all the
options relative to the design requirements andmaking an informed
decision.

Size is important in such that it helps determine the minimum
physical dimensions of the WBAN device — though this often
at the expense of capacity. The smallest battery options include
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coin-cells, which can be as small as 4.8 mm in diameter and
1.2 mm in height, and lithium-polymer ion (LiPo) batteries, which
can be manufactured to any specied size. Coin-cell batteries are
convenient that they can be mounted directly to the PCB; however,
it also means that the end user needs to have access to the
PCB to change the battery. And although rechargeable coin-cell
batteries are available, they suer from higher level of self-discharge
and lower charge densities than other rechargeable technologies,
making them less practical.

Capacity is measured in ampere hours (Ah), or milliampere
hours (mAh) for smaller batteries. The runtime can be determined
by examining the discharge graph for the battery chemistry you
are interested in. If you are using a linear regulator, then you
must maintain the battery voltage above the sum of the operating
voltage of your device and the dropout voltage from the linear
regulator. Consider the case of a lithium-ion battery in Fig. 7.13. If
your microcontroller requires 3.3 V to operate at, and your linear
regulator has a 150 mV dropout voltage, then the minimum battery
voltage required is 3.45 V. The point at which the discharge curve
intersects with the minimum required voltage will indicate your

Figure 7.13. Discharge graph for various battery chemistries (adapted
with permission frommpoweruk.com).
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runtime. For a single-cell lithium-ion battery, you can operate down
to 90% of your battery’s capacity, which means 10% of the capacity
is wasted. By lowering the required voltage, you can decrease this
wasted capacity.

If your device uses a switching mode power supply (SMPS), you
will be limited by whichever voltage is higher: the minimum safe
operating voltage of the battery or theminimumoperating voltage of
the switching mode supply. However, an SMPS will introduce noise
onto your supply lines, and possibly onto any analog signals in your
device, unless great care is taken in its implementation.

The nominal voltage is the characteristic operating voltage of
the battery, and if the required voltage is greater than the nominal
voltage of a single cell, then putting additional cells in series will
increase the voltage. For example, a LiPo battery has a nominal
voltage of 3.7 V. Two batteries in series will produce a voltage of
7.4 V.

The discharge rate of batteries often normalized and presented
as the discharge rate in ampere hours divided by the capacity of
the battery in ampere hours and is presented as fractions of C . 1C
represents fully discharging a battery in one hour, 2C in half an
hour, and 0.5C in 2 hours. The discharge curve of a battery will be
depressed as the battery ages, at higher discharge currents, and at
lower operating temperatures. For example, in the case of Fig. 7.14,
operating a LiPo battery at 0◦C will decrease its capacity by 17%
versus at 25◦C.

The internal resistance of a battery limits themaximum available
current that the WBAN device will consume. Although the WBAN
device might be designed with a low average current requirement,
various components on the device can consume high current in
bursts, especially the wireless transmitter. For example, if your
wireless transceiver is a GSM cell module, then you can expect bursts
of power consumption in the range of 2 amps while your WBAN
device averages less than 100mA of current. If the battery has a high
internal resistance, then the voltage provided by the battery can dip
below the required levels, causing the digital components on your
device to latch up, and/or result in erroneous data on the analog
side. The use of large-capacitance low eective serial resistance
(ESR) capacitors can help buer the power usage and minimize
these eects.



Batteries 221

Figure 7.14. Discharge graph for lithium-ion at various temperatures and
currents.

Of the various battery options, LiPo batteries have very low
internal resistance and can providemany amps of current if required
making them an ideal choice. However, it is important to provide
a low-resistance path to the ICs that will be consuming the bursts
of power or else there will be little benet in using a battery with
low internal resistance. This is often accomplished by the use of
dedicated supply and ground planes on the PCB. This technique will
also helpminimize potential supply voltage dierences in the circuit,
which can result in unexpected behaviour in analog circuits. Another
advantage to LiPo batteries is that they can be manufactured in to t
any required shape, though the size is directly proportional to the
amount of charge the battery can store.

If the end user is expected to replace the batteries often, then the
use of a standard battery should be considered. In the United States,
they include sizes denoted as AAA, AA, or 9-Volt. These batteries are
easily found in both rechargeable and nonrechargeable avors. The
main advantage in using these types of batteries is their availability.

In terms of safety, it is important to design the WBAN device
to prevent the battery, or the cables attached to the battery, from
contacting an unintentional part of the device. For example, if the
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WBAN device includes ECG electrodes, and the battery accidentally
contacts the electrode leads, then sucient current can ow through
the heart to cause brillation and kill the user. Furthermore, some
battery chemistries, such as LiPo, are ammable/explosive if the
enclosure is punctured and can result in sever burns. Thus, it is
important to provide an adequate enclosure for the battery to
guarantee that the user or some other component cannot damage
the battery.

7.6 Final Thoughts and the Berkeley Tricorder

The Berkeley Tricorder, currently in its 7th version, has been used
in a number of studies. These include two to evaluate its ability to
record ambulatory data, one on evaluating activities of daily living,
and to evaluate sports training. A sample of the data acquired from
the ambulatory study can be found in Fig. 7.15. The EMG signal was
derived from electrodes placed over the latissimus dorsi muscle on
the back. A reective SpO2 sensor manufactured by Nellcor (Max-
Fast, Nellcor/Tyco, Pleasanton, CA) was placed on the forehead
as it minimized motion artifacts. The system performed well with

Figure 7.15. Sample data from the Berkeley Tricorder. See also Color
Insert.
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Figure 7.16. ECG signal (lower plot) captured while subject in motion
(upper plot). See also Color Insert.

minimal motion artifacts. Fig. 7.16 shows the ECG signal while the
subject was walking.

Many lessons have been learned through the process of designing
the Berkely Tricorder, and this chaper has tried to convey some
of those learned lessons and expereiences. There is no cookbook
methodology of desinging a WBAN device; rather, the need to un-
derstand the problem and formulate a solution while understanding
the various trade-os. This same theme has been reitterated inmany
sections of this chapter and is perhaps the single most important
lesson this author has learned.
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The monitoring of biopotential signals such as EEG, ECG, and
EMG is a common procedure in modern clinical practice. The
instruments that canmonitor these signals are traditionally realized
by combining precision building blocks with powerful DSPmodules.
The growing interest toward the improvement of patients’ quality of
life and the use of biopotential signals in nonmedical applications
such as entertainment, sports, and brain-computer interfaces re-
quires the implementation ofminiaturized andwireless biopotential
acquisition systems with ultra-low power dissipation. This has
dramatically changed the way of developing instruments for the
extraction of biopotential signals, placing stringent constraints
on the design of analog front-end circuits that can be used in
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ambulatory biopotential monitoring applications. In addition, the
ambulatory monitoring of patients has introduced new challenges
that can jeopardize the signal integrity.

This chapter will focus on the design of analog-integrated
circuits that can be used in ambulatory biopotential monitoring
applications. Several constraints in terms of power dissipation
and signal-to-noise ratio will be addressed. Later, an important
challenge in ambulatory biomedical signal monitoring, namely
motion artifacts, will be introduced and dierent strategies to tackle
this problem will be explained.

8.1 Introduction: The Need for Portable
Medical Electronics Systems

The need for portable medical electronics stems from the fact that
the current health care routine is very much centralized by heavily
focusing on the hospitalization of patients. This requires that people
adapt to this data-centric approach, which is indeed very ecient
for curative care delivery but, on the other hand, very expensive.
Keeping this in mind, demographical changes indicate that the
continuously aging population is leading to signicant rise in chronic
diseases, resulting in ever-increasing health care costs as shown
in Fig. 8.1 [1]. Such increase in costs not only creates a signicant
burden on the economical system, but also reduces the eciency of
health care delivery.

Therefore, there is a strong interest to introduce the parts of
health care cycle into the daily routine of people. It is expected
that this will signicantly reduce hospitalization costs and also
help in increasing the eciency of health care delivery. The initial
interest is to introduce the practice of signalmonitoring and analysis
into people’s daily routine through ambulatory and continuous
monitoring systems with miniature size and wearable form factor.
This can signicantly reduce the hospitalization requirements
of people and assist health care professionals in data analysis,
signicantly reducing the time and the cost of long-term patient
monitoring. In the long run, such monitoring systems will evolve to
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Figure 8.1. Change of total expenditure on health (percentage of gross
domestic product) over years. See also Color Insert.

smarter systems capable of performing reliable diagnostics based
on acquired medical signals, and even perform partial treatment
and/or suppression of the disorder through drug delivery and/or
electrical/visual stimulation systems.

The key for the realization of such a vision is a technology
platform that can enable the collection of data from patients and
communicate these to medical professionals in a reliable manner.
The e-Health project, “The use, in the health sector, of digital data
— transmitted, stored, and retrieved electronically — in support of
health care, both at the local site and at a distance.” as dened by
WHO, can be the platform for the support and the diagnostics of
patients. E-health is claiming to oer the potential to reducemedical
cost, enable personalized health care, deliver remote health services,
and increase the delivery eciency in real-time. Therefore, the
gathering of fast, reliable, and continuous medical information from
patients lies in the center of the e-Health project further addressing
the necessity for the realization of miniature and smart systems for
medical signal monitoring.
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Figure 8.2. Technology vision for future medical monitoring and diagnos-
tics systems [2]. People will be carrying their personalized sensor nodes,
collecting medical information from the patient and their surroundings,
analyze it, and communicate the results to medical professionals with
wireless communication.

This requirement is being addressed by body area networks
(BAN) [2], which consist of smart and miniaturized sensor nodes
collecting information from patients and its environment, process-
ing this information, and wirelessly communicating the results to
medical professionals. The main challenge behind the realization of
these sensor nodes is the fact that the available power budget for
performing these functionalities is strictly limited due to the small
form factor of these sensor nodes. Hence, research focuses on the
realization of power-ecient implementation for each and every
building block of this smart system.

Therefore, this chapter will focus on the analog front-end part
of these miniature sensor nodes and how to implement low-power
analog front-end circuits, which not only extract biomedical signals
with high signal quality, but also provide a method to monitor signal
integrity problems in ambulatory monitoring systems.

The outline of the chapter is as follows: Section 8.2 will
present the basics of biopotential signal acquisition. Section 8.3
will address constrains and challenges in analog circuit design
for the monitoring of biopotential signals in portable/ambulatory
biopotential recording systems. Section 8.4 will describe how
to design power ecient instrumentation ampliers extracting
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biopotential signals in a power-ecient manner. Last but not
the least, Section 8.5 will describe signal integrity problems in
ambulatory measurement systems.

8.2 Basics of Biopotential Signal Acquisition

Figure 8.3 shows the characteristics of biopotential signals as
presented in reference [3]. These signals can be grouped in two
categories. The signals in the rst group are electrocardiogram
(ECG) and electromyogram (EMG) signals, which are due to
muscular activity, i.e., activity due to the cardiac muscles and the
skeletal muscles, respectively. On the other hand, the signals in
the second group are due to neural activity within the brain, and
the naming convention changes according to the measurement
invasiveness and the focus of the measurement. The action potential
(AP) measurements are invasive measurements and refer to
the signals’ single neurons. Similarly, local eld potential (LFP)
measurements are also invasive, but the signal of interest is the
average activity of group of neurons. It should be noted that since
these two measurements are invasive, large biopotential signals
can be picked up. On the other hand, as the measurements move
toward noninvasive methods such as electrocorticogram (ECoG),

Figure 8.3. Frequency and amplitude characteristics of biopotential
signals — most commonly monitored signals in medical practice [3]. See
also Color Insert.
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where the signals are measured on the surface of the cortex,
and electroencephalogram (EEG), where the signals are measured
above the skull, the signal amplitudes decrease signicantly,
requiring higher performance analog building blocks for signal
acquisition.

The acquisition of biopotential signals requires two main
elements: 1) biopotential electrodes and 2) an instrumentation
amplier. The purpose of the electrodes is to convert the ionic
current within the body into electronic current so that the
instrumentation amplier can process this signal for amplication
[3]. The measurement of biopotential signals can be grouped
into three categories according to the electrode congurations
as:

• Type I: Bipolar measurement with third electrode biasing
• Type II: Bipolar measurement with lead biasing
• Type III: Unipolar measurement

Type I measurement conguration is intended for precision mea-
surements, where the common-mode signals need to be rejected
from the measurement. However, this measurement needs the use
of a third electrode for setting the DC potential of the patient. On
the other hand, Type II enables the bipolar measurement of signals
without using the third biasing electrode. This is generally the
preferred measurement method for applications requiring the use
ofminimumnumber of electrodes, where the common-mode signals
need to be rejected. The third, and the last measurement method, is
the unipolar measurement method. This method is generally used,
where the signal amplitudes are suciently large, or the common-
mode signals are sucient low, such that it is not required, by the
application, to reject the common-mode signals.

Similar to the measurement conguration, the design of an
instrumentation amplier also depends on the application. For
applications where the signal levels are very small, together
with Type I measurement a high-performance instrumentation
amplier is required. On the other hand, an instrumentation
amplier with lower performance specications may be sucient
for measurements with larger signals enabling the implementation
of a lower power instrumentation amplier.
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Figure 8.4. Dierent measurement and biasing methods for biopotential
signal acquisition. See also Color Insert.

8.3 Constrains and Challanges

The previous section has given a brief introduction to the measure-
ment of biopotential signals. Of course, such an idealmodel indicates
that the implementation of an analog front-end can be a straightfor-
ward process and that simple amplier architectures can be used
to achieve very low-power analog front-end circuits. However, this
is unfortunately not the case for biopotential measurements. There
are signicant aggressors and error sources that create challenges
and constrains for instrumentation amplier design. This section
will summarize these constrains and challenges, which will enable
the analog designer to select the best amplier topology to be used
in dierent applications of biopotential measurements.
The nonidealities in biopotential measurements can be due to:

i. Electrostatic Interference
ii. Biopotential Electrodes
iii. Instrumentation Amplier

These three main groups of nonidealities are shown in Fig. 8.5
for a Type I measurement. The rst nonideality comes from the
interference to human body appearing due to the electrostatic
coupling to surrounding mains, which results in a displacement
current owing through the human body [4] leading to the
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Figure 8.5. Measurement of biopotential signals (Type I measurement)
introducing the nonidealities from dierent sources. See also Color Insert.

generation of an AC potential over the body. This potential appears
as a common-mode signal to the instrumentation amplier and
requires suciently large common-mode rejection ratio (CMRR) so
that we can reject the large common-mode signals and extract the
weak biopotential signals.

The second nonideality is due to the electrodes. An electrode
sitting on a skin, or on a tissue, results in complex impedance and
a polarization voltage between the signal source and the input of the
instrumentation amplier [3]. The latter leads to a net DC input to
the instrumentation amplier, which can be rejected by introducing
AC coupling prior to amplication. On the other hand, the prior,
combined with the nite input impedance of the instrumentation
amplier, leads to the conversion of the common-mode signals into
dierential mode according to:

VDM
VCM

= ZELEC
Z IN

(8.1)

where VDM is the dierential mode signal at the input of the
amplier, VCM is the common-mode signal on the human body,
ZELEC is the mismatch of the impedances between two recording
electrodes, and ZIN is the input impedance of the instrumentation



Constrains and Challanges 237

amplier. Therefore, it can be seen that even if we can implement
an instrumentation amplier with innitely large CMRR, the nite
input impedance and the mismatch of electrode impedance lead to
the conversion of the common-mode signal into dierential mode.
This means that the aective CMRR is signicantly reduced by the
nite input impedance of the amplier.

Last but not the least, the nonidealities from the instrumentation
amplier can aect the accuracy of the biopotential recordings.
Two major nonidealities with signicant impact on the quality
of recordings are the noise and the nite input impedance of
the instrumentation amplier. The latter, unless suciently large,
may load the electrodes, as well as, leading to the conversion of
common-mode signals into dierential mode. The prior, on the other
hand, signicantly reduces the signal-to-noise ratio of biopotential
recordings due to the fact that biopotential signals have very low
frequency behavior [5].

As a result of this discussion,we can divide themain performance
specications of instrumentation ampliers into four groups:

i. DC Headroom
ii. Common-Mode Rejection Ratio
iii. Input Impedance
iv. Noise Performance

It should be noted that the quantitative specications for these
requirements will be dened by the application, and the choice
of the instrumentation amplier should be able to meet these
specications. A very good example on how application denes the
instrumentation amplier specications can be seen from dierent
brain activity measurement methods as shown in Fig. 8.6.

During EEG measurements, the electrodes are placed above the
skull. This leads to biopotential signals with very weak amplitudes,
which make them very sensitive to various aggressors. On the other
hand, due to the less strict material choice, the electrodes are more
stable leading to more relaxed DC headroom requirements. This
means that instrumentation ampliers addressing EEG applications
should realize very high performance, i.e., high CMRR, very high
input impedance, and very low noise, whereas, the DC headroom
specications are not very strict.
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Figure 8.6. Dierent measurement methods of brain activity showing
how the application denes the instrumentation amplier specications.

On the other hand, if we have a look at more invasive measure-
ments, for instance ECoG measurements, the signal amplitudes are
larger, relaxing noise, CMRR, and input impedance specications.
This means that circuits targeting these applications may be more
aggressive on low-power consumption rather than the noninvasive
measurements of biopotential signals.

Finally, if we have a look at more invasive measurements such
as AP measurements, the signal amplitudes even further increase,
which means that the noise and CMRR requirements can be more
relaxed. On the other hand, the size of the electrodes is signicantly
reduced, which leads to a very large electrode impedance. In
addition to that, very strict biocompatibility requirements limit
the choice of electrode material. Hence, even larger polarization
voltages can be seen while recording biopotential signals from such
electrodes. Hence, instrumentation ampliers implementing very
large input impedance and incorporating large DC headroom are
required.

Therefore, the conclusion is that the design of instrumentation
ampliers for dierent biopotential recording applications targets
dierent specications. The next section will review these dierent
instrumentation amplier architectures and why they suit very well
for specic applications.
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8.4 Design of Instrumentation Ampliers for
Biopotential Recordings

The most common instrumentation ampliers that are being used
for biopotential recordings can be grouped into twomain categories:

i. Uncompensated Instrumentation Ampliers
ii. Compensated Instrumentation Ampliers

The name compensation represents the use of circuit techniques
that reduce the eects of icker noise in CMOS transistors
and mismatch related errors. Therefore, the ampliers utilizing
compensation are being used in applications requiring very high
performance instrumentation ampliers. On the other hand, the
uncompensated ampliers focus on aggressively improving the
power eciency of the instrumentation ampliers, which is one
of the most important criterions in implantable applications.
Therefore, this section will describe the most commonly used
instrumentation ampliers for the extraction of biopotential signals.
Their key advantages and disadvantages will be reviewed.

8.4.1 Uncompensated Instrumentation Ampliers

There are two main types of instrumentation ampliers that do
not use any compensation for the amplier nonidealities. These
instrumentation ampliers dier in the sense that the rst type
uses the ratio of resistors to dene the gain of the instrumentation
amplier, or namely resistive instrumentation ampliers, whereas
the second type uses the ratio of capacitors, or so called capacitive
instrumentation ampliers.

The typical architecture of the resistive instrumentation ampli-
ers is shown in Fig. 8.7 [6]. The instrumentation amplier consists
of an input transconductance stage and an output transimpedance
stage. The input stage converts the dierential input voltage into
a current over the resistor R1. This current is converted into a
voltage at the transimpedance stage. Hence, the voltage gain of the
architecture is dened by:

AV = R2
R1

(8.2)
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Figure 8.7. Simplied architecture of the resistive instrumentation
amplier topology [6] that does not make use of any compensation
technique for improving CMRR and reducing noise.

If we analyze the important characteristics of this instrumentation
amplier topology, the critical performance specications can be
summarized as:

i. DC Headroom: The lack of AC coupling signicantly reduces
the DC headroom of this instrumentation amplier. Additional
circuitry is required for the introduction of AC coupling.

ii. CMRR: It is dened by components mismatches. Especially, the
gain mismatch of the input buers will lead to the conversion
of the common-mode voltage into dierential current over the
input resistor R1. As a result, the CMRR of this amplier topology
will be in the moderate-low range.

iii. Input Impedance:One of the key advantages of this architecture
is its input impedance, which is solely dened by the parasitic
capacitances at the inputs of the transconductance stage. This
simplymeans that the input impedance of this architecture is the
maximum possible value for a given instrumentation amplier
topology.

iv. Noise Performance:The input-referred noise of this instrumen-
tation amplier architecture is dened by:

v2IA = 2× v2BUF + v2R1 + v2R2
A2v

(8.3)

This shows that the noise of the instrumentation amplier is
dened by the noise of the input buers together with the
resistors dening the transconductance of the input stage. It
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Figure 8.8. Simplied architecture of the capacitive instrumentation
amplier topology [8].

should be noted that the noise of the buers will be dominated
by icker noise, signicantly reducing the signal-to-noise ratio
of the measurements at low frequencies, i.e., the range of
biopotential signals.

As an alternative to the resistive instrumentation amplier, the
architecture of the capacitive instrumentation amplier is shown
in Fig. 8.8 [7, 8]. It is similar to a dierential resistive feedback
amplier, but resistors are replaced with capacitors, hence the gain
is dened as:

AV = c1
c2

(8.4)

In such a conguration, the DC voltages at high impedance nodes are
dened by the resistors. Note that these resistors are implemented
using transistors operating in weak inversion, implementing very
large values on-chip by using a very small area [8]. The critical
performance specications can be summarized as:

i. DC Headroom: This architecture is inherently AC coupled.
Supply level DC voltages can be rejected by this instrumentation
amplier.

ii. CMRR: It is dened by the components mismatches. Hence, the
expected CMRR is also in the moderate-low range.
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iii. Input Impedance: The input impedance is dened by the input
capacitances C1 and can be given as:

Z IN = 1
jwC 1

(8.5)

Hence, the input impedance of this architecture is also very
large considering the fact that biopotential signals have very low
frequency behavior.

iv. Noise Performance: The total input referred noise of the
instrumentation amplier is mainly dominated by the noise
of the core operational transconductance amplier (OTA) as
represented in Eq. 8.6. The only nonideal eect that elevates
the instrumentation amplier noise above the core OTA noise
level is the presence of the parasitic capacitance Cp. The value
of this parasitic capacitance appears at the numerator of the
noise equation. Hence, the capacitors C1 and C2 should be sized
properly to minimize the eect of Cp. In addition, the core OTA
also suers from icker noise. This signicantly increases the
noise of the OTA for low-frequency applications.

v2IA =

C 1 + C 2 + C p

c1

2

× v2OTA (8.6)

As a conclusion, if we compare the two uncompensated instrumen-
tation amplier topologies, both of the architectures suer from
large 1/f noise and limited CMRR, but the capacitive one presents
a clear advantage of having maximal DC headroom, which is an
important requirement for the extraction of AP and LFP signals.

On the other hand, neither of the instrumentation ampliers
has sucient performance for the recording of weaker biopotential
signals, where the 1/f noise and limited CMRR are important error
sources. Hence, compensated instrumentation ampliers are used
for applications requiring very low noise levels.

8.4.2 Compensated Instrumentation Ampliers

A well-known technique that reduces icker noise and improves
the CMRR of amplier is called chopper modulation (Fig. 8.9) [9].
This technique works on the principle that the input signal can
be modulated to a frequency location, where icker noise and
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Figure 8.9. Operating principle of chopper modulation. Signal aggressors
are modulated to out of the signal band.

other DC errors are not present, passed through the amplier
and demodulated back. In such an implementation, square-wave
modulation is used, where the modulators are implemented using
cross-coupled switches toggling at alternating clock phases. These
modulators only modulate the dierential input signal, but they are
transparent to common-mode signals. Therefore, not only the icker
noise of CMOS transistors can be pushed out of the signal band, but
also the CMRR can be increased.

The only problem that prevents the use of chopper-modulated
instrumentation ampliers for biopotential measurements is the
fact that this technique inherently leads to the implementation
of DC-coupled instrumentation ampliers. A simple solution to
this problem can be the use of o-chip passives implementing
high-pass lter characteristics. However, this can lead to the use
of large number of external components, especially important
for multichannel EEG recording applications with high channel
count.

As an alternative to o-chip passives, a recently proposed tech-
nique utilizes a DC servo to implement AC coupling (Fig. 8.10) [10].
In this architecture, the input of the DC servo input is connected
to the output of the amplier after the demodulator. It checks the
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Figure 8.10. Implementation of an AC-coupled chopper-modulated in-
strumentation amplier. The DC servo loop regulates the input of the core
amplier to reject the dierential input impedance to chopper-modulated
instrumentation ampliers [10].

DC level of the output signal and regulates the input voltage of the
amplier to reject the input DC voltage.

Similar to uncompensated instrumentation ampliers, there
are two dierent instrumentation amplier architectures, which
use chopper modulation. The rst architecture is called resistive
compensated instrumentation ampliers. Figure 8.11 shows the
actual implementation of an AC-coupled chopper modulated in-
strumentation amplier relying on resistors as the gain elements
[10, 11].

Figure 8.11. The complete architecture of a compensated instrumenta-
tion amplier using a DC servo loop for implementing high-pass ltering
characteristics [10, 11]. See also Color Insert.
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The core of the instrumentation amplier is an uncompensated
resistive instrumentation amplier, whose simplied architecture is
shown in Fig. 8.7. The modulators and demodulators are located
at the input and output of the resistive instrumentation amplier.
The input of the DC servo is sensing the DC level of the output and
subtracts it from the input of the amplier. This subtraction takes
places at the terminals of the resistor R1, which is actually based
on the principle shown in the inset gure. This principle simply
indicates that applying a voltage over a resistor leads to a current IR,
owing through R. However, the source of this current will depend
on the presence of other current sources forcing current trough R.
For instance, if a current source forces a current IF through resistor
R, the voltage source only needs to supply IR-IF through the resistor
R. This is the exact operating principle of DC servo loop presented
in Fig. 8.11. The input transconductance only supplies the rest of the
current due to IGM. DC servo ensures that IGM equals to the input DC
voltage divided by R, so that our transimpedancewill not receive this
current to convert it into voltage.

The critical performance specications can be summarized as
follows:

i. DC Headroom: The DC servo loop introduces AC coupling to
the chopper-modulated instrumentation amplier. However, the
maximum current that can be supplied from the DC servo limits
the DC headroom to:

DC Headroom = IGM,max × R1 (8.7)
ii. CMRR: Chopper modulation eliminates the errors related to
component mismatches. Therefore, the CMRR of instrumenta-
tion ampliers can reach more than 120 dB.

iii. Input Impedance: The input impedance of this architecture
is slightly reduced compared with the input impedance of an
uncompensated resistive instrumentation amplier due to the
up modulation of the input signal.

iv. Noise Performance:Themain advantage of chopper-modulated
architecture is the removal of icker noise. Hence, this architec-
ture can implement very low noise at low frequencies.

The second compensated instrumentation amplier architecture
uses capacitive instrumentation amplier as the core and introduces
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Figure 8.12. The complete architecture of a compensated capacitive
instrumentation amplier using aDC servo loop for implementing high-pass
ltering characteristics [12].

chopper modulation. Figure 8.12 shows the architecture of the
instrumentation amplier [12]. Similar to the resistive instrumen-
tation amplier, a DC servo loop is used for the introduction of AC
coupling. Dierent from the resistive instrumentation amplier, the
DC servo is implemented through capacitive coupling. Again, the
current through the input capacitor C1 can be seen as the addition
of DC and AC input signals. In order to prevent its amplication,
the current due to the DC input is subtracted through the DC servo
path from the amplication signal path leading to AC coupling
characteristics.
The basic specications of this instrumentation amplier can be
summarized as:

i. DC Headroom: The DC servo introduces AC coupling. The DC
headroom is again dened by the limitations of the DC servo as:

DC Headroom = C DC
C 1

× VDD
2

(8.8)

ii. CMRR: Chopper modulation increases the CMRR of the architec-
ture.

iii. Input Impedance: One of the main drawbacks of this architec-
ture is the input impedance. The modulation of the input signal
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reduces the equivalent input impedance. This is due to the fact
that input impedance is dened by the capacitance C1. Therefore,
the input impedance of the architecture can be given as:

Z IN = 1
j(winc1 ± n× c1)

(8.9)

wherewin is the frequency of the input signal and n is dened by
the harmonics of the square-wave modulation as:

n = 4
π

∝
k−1,3...

1
k

× k× wclk = 4
π

∝
k=1,3...

wclk (8.10)

The rst scaling factor within the summation formula comes
from the odd harmonics of a square wave, and the second
scaling factor comes from the increasing frequency of the odd
harmonics. These two factors cancel each other leading to a pure
summation of the clock frequency as the scaling factor of C1. Note
that the eective range of C1 is dened by the resistance of the
chopping switches and the capacitance of the instrumentation
amplier.

iv. Noise Performance: Chopper modulation eliminates the icker
noise of the core amplier. This means that the noise equation
of this architecture can be written as Eq. 8.6, with the key
improvement that the core amplier noise is only dened by the
thermal noise.

8.4.3 Summary and Comparison of Instrumentation
Amplier Topologies

In this section, we have presented four dierent instrumentation
amplier architectures, which are commonly used in biopotential
measurement applications. These architectures are categorized
according to their gain elements as resistive or capacitive and
according to the use of compensation techniques.

It should be noted that the correct amplier choice for a
given application should combine the lowest possible power with
suciently good performance. In addition to the discussion on
amplier specications, Fig. 8.13 compares the power eciencies
of the instrumentation ampliers presented in this section. It
is interesting to see that the best eciency is achieved by
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Figure 8.13. Comparison of dierent instrumentation ampliers in terms
of their power eciency. Y-axis indicates the current consumption of the
instrumentation amplier and x-axis indicates the noise density of the
instrumentation amplier. Dashed lines indicate the constant contours of
noise eciency factor (NEF) lines [8]. The diameter of a circle indicates the
total integrated noise of the instrumentation amplier. See also Color Insert.

capacitive uncompensated ampliers. This is due to the fact that this
instrumentation amplier topology uses only a single active circuit,
which is the core OTA. Unfortunately, the implementations using
the capacitive uncompensated instrumentation amplier topology
achieve relatively large total integrated noise. On the other hand,
due to the presence of the servo loop, compensated ampliers
have slightly worse eciency, but they have very much lower
total integrated noise compared with capacitive uncompensated
instrumentation ampliers. Finally, uncompensated resistive and
industry standard three opamp [13–15] instrumentation ampliers
have simply much worse power eciencies preventing their use in
ambulatory biopotential measurement applications.

It can be concluded from this discussion that capacitive uncom-
pensated instrumentation ampliers can be the preferred choice for
applications that can live with relatively large circuit noise level.
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Table 8.1. Comparison of dierent instrumentation amplier architec-
tures

Figure 8.7 Figure 8.8 Figure 8.11 Figure 8.12

Resistive Capacitive Resistive Capacitive

uncompensated uncompensated compensated compensated

DC Headroom Limited Maximum Limited Limited

CMRR Low to Moderate Low to Moderate High High

Input Impedances High High High Moderate

Noise Performance Large 1/f noise Large 1/f noise Low Noise Low Noise

Last but not the least, Table 8.1 summarizes the properties of
instrumentation ampliers presented in this section and presents
the comparison of their key characteristics. Not only due to their
bad power eciency but also due to their lower performance
specications, resistive uncompensated instrumentation ampliers
are not the preferred choice for portable biopotential monitoring
systems. On other hand, the rest of other three instrumentation
amplier topologies are very attractive in terms of their power
eciencies as well as their performance specications.

In addition to having the best power eciency, uncompensated
capacitive ampliers have very large input impedance and maximal
DC headroom. If we refer to Fig. 8.6, these characteristics match very
well with the requirements of AP and LFP measurements.

The compensated version of this amplier, i.e., compensated
capacitive instrumentation ampliers, additionally removes icker
noise and improves the CMRR of the instrumentation amplier. On
the other hand, the equivalent input impedance is reduced due to the
capacitive nature of the input impedance. Hence, this architecture
is generally used for ECoG applications where lower noise and
higher CMRR performance are expected from the instrumentation
amplier, but lower input impedance values can be allowed by the
application due to the use of invasive electrodes with large surface
area.

Finally, resistive compensated instrumentation ampliers have
very high input impedance, low noise, and high CMRR. Therefore,
their characteristics match very well with noninvasive biopotential
measurements, where a high performance instrumentation ampli-
er is required.
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8.5 Signal Integrity Problems in Ambulatory
Measurements

In addition to the noise sources such as circuit noise, interference to
measurement setup, and irrelevant biological signals that correlate
the biopotential measurements, another important noise source
in ambulatory measurements is motion artifact signals. These
potentials occur in the electrode cables, in the skin, and at the
electrode/electrolyte interface. While artifacts coming from cables
can be reduced by appropriate electrode cables, artifacts from the
skin and electrode/electrolyte interface are dicult to reduce by
design.

The main source of the motion artifacts, as the name implies,
is the motion present in ambulatory measurements. During ambu-
latory measurements, the subject/patient is continuously moving.
The relative movement of electrode and tissue leads to signicant
voltage uctuations called motion artifact signal. It is assumed that
the source of the motion artifact signal is the uctuations in the
polarization generated at the electrode-tissue interface and within
the tissue [16].

These motion artifact signals may have large amplitudes, and
also they may have similar frequency spectrum as biopotential
signals. Hence, amplitude-based or frequency-based algorithms, or
the algorithms combining both methods, can signicantly suer
from these motion artifacts reducing the reliability of biopotential
measurements in ambulatory conditions. Therefore, there is a strong
need for the methods and circuits that can enable the dierentiation
between the medically irrelevant motion artifact signals and the
biopotential signals.

8.5.1 Methods Focusing on Motion Artifact Reduction in
Biopotential Recordings

There have been several proposals in the literature trying to tackle
the motion artifact problem in ambulatory biopotential recordings.
Time synchronous averaging or median is one of them [16]. This
is a classic technique widely used for cleaning of signals like ECG.
However, these methods require the use of several ECG beats in
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order to obtain one single clean beat, and, therefore, beat-to-beat
variations are removed.

Another technique is the use of xed lters [17]. This technique
could give the information about beat-to-beat variations. However, it
does not adapt to the time-variant properties of noise and requires
some previous knowledge of the noise. Furthermore, the design of
linear phase band-pass lters is critical in preventing distortion of
the ECG. Wavelets have also interesting ltering properties [18].
Wavelet de-noising based on a decomposition of the signal using
wavelets that are highly adapted to the ECG gives a higher resolution
in lower frequencies and, therefore, could lead to better removal
of noise. However, wavelet processing is computationally heavy for
ultra-low power ambulatory biopotential recording systems.

An alternative technique called adaptive ltering was introduced
in the 60’s as a new tool for ECG de-noising [19]. Since then it
has become more and more popular, and several approaches have
been implemented. For noise removal, the input of an additional
reference signal is required, which should be highly correlated with
the noise. Several reference signals have been investigated with
successful results such as motion measured by accelerometers [20],
skin-electrode impedance [21], and skin stretchmeasured by optical
sensors [22].

Finally, independent component analysis (ICA), which contains
beat-to-beat information and requires no reference signal, aims to
reconstruct the ECG and motion artifact signals [23]. This method
is, however, also computationally expensive and requires more than
one ECG lead. Table 8.2 gives a summary of existingmethods that are
trying to reduce the eect of motion artifact signals on biopotential
recording applications.

Among these methods, adaptive ltering is gaining more and
more attention since it focuses on removing motion artifacts
from biopotential signals without aecting ECG signal parameters.
Also another advantage of adaptive ltering is the fact that it is
computationally less heavy compared with ICA analysis.

8.5.2 Readout Circuits for Adaptive Filtering

Compared with other methods, adaptive ltering presents several
advantages. First of all it can be implemented using a single-lead
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Table 8.2. Summary of methods found in the literature for artifact
reduction in biopotential recordings (ECG)

Advantages Disadvantages

Time Synchronous

Averaging

Low computational

complexity

Nonstationary information removed,

require ducial point demarcation.

Filter Banks Beat-to-beat information No adaptation to time-varying noise

Adaptive Filtering Adapts to time-varying noise,

no previous knowledge of

noise required

Choice of reference signal is critical,

implying complexity in reliable noise

measurement

Independent

Component

Analysis

No reference signal required Multiple leads required.

Computationally heavy.

biopotential measurement (unlike ICA analysis), it does not require
the history of the signal (unlike time synchronous averaging), and it
can successfully eliminate noise from biopotential recordings even
though the noise source looks exactly similar to the biopotential
signal of interest (unlike lter banks). Therefore, there has been a
specic attention on adaptive ltering over the last years. However,
a critical requirement for adaptive lters is the extraction of a signal
from the biopotential measurement system that is correlated with
the motion artifact but uncorrelated with ECG signals.

A possible approach to tackle this problem is to collect data
from other sensors that have maximum correlation with motion
artifact signals and minimal correlation with biopotential signals.
Several approaches has been tried in the literature, such as using
accelerometers to sense the subjects’ movement, electrode bend
sensors to detect the motion of electrodes, skin stretch sensors to
sense themovement of skin, and electrode impedancemeasurement
circuits to correlate electrode impedance measurement with the
motion artifact [22, 24–27].

Among these possibilities, the use of electrode-tissue impedance
as the reference signal input to adaptive lters is gaining even more
attention, since it does not require the use of an additional sensor
and also since the characteristics of the electrode-tissue interface is
actually responsible for motion artifact signals. Therefore, dierent
circuit topologies that focus on the simultaneous measurement
of biopotential signals with the electrode-tissue impedance have
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Figure 8.14. A circuit topology proposed by [26] to monitor biopotential
signals simultaneously with the electrode-tissue impedance.

been proposed. Figure 8.14 shows the most common circuit
topology for the measurement of biopotential signals with the
electrode-tissue impedance [26]. A sinusoidal stimulation current
is injected dierentially to the measurement electrodes. The AC
current frequency is selected such that it is out of the frequency
band of biopotential signals. Hence, the low-pass ltering of the
instrumentation amplier output can extract biopotential signals,
whereas the demodulation of the output with the AC current
frequency can extract the electrode-tissue interface impedance.
Although this technique can be very eective for extracting the
required information, it requires the use of sinusoidal current
generation blocks, which can be very power consuming in CMOS
technology.

An alternative measurement method focuses on using the bias
electrode for extracting the electrode-tissue impedance simultane-
ously with biopotential signals [27], Fig. 8.15. Instead of using a
xed bias voltage for the human body, an AC bias voltage is used.
Under ideal conditions, this bias voltage appears as a common-
mode signal to the instrumentation amplier. However, as stated
in Eq. 8.1, the nite input impedance of the instrumentation
amplier combined with the mismatch of the electrode impedances
converts the common-mode signal into dierential mode. Hence, the
electrode-tissue impedance can be extracted using the formula:

VIMP = |δZELEC|
Z IN

× VBIAS (8.11)
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Figure 8.15. Another circuit topology proposed by [27] to monitor
biopotential signals simultaneously with the electrode-tissue impedance.
The method modulates the bias voltage of the patient to extract the
electrode-tissue impedance.

However, it can be seen from the measurement method that this
principle relies on the nite input impedance of the instrumentation
amplier, which simply contradicts with the requirements from
biopotential measurement systems, i.e., as large as possible input
impedance.

Last but not the least, a recent circuit topology that focuses on
the measurement of electrode-tissue impedance with low-power
dissipation has been proposed by [28], Fig. 8.16. This circuit uses
square wave current stimulation rather than sinusoidal current
stimulation. This way an integrated circuit with much lower power

Figure 8.16. The implementation of electrode-tissue impedance mea-
surement circuit operating simultaneously with the biopotential measure-
ment circuit [28]. Instead of sinusoidal current sources and analog modula-
tors/demodulators, chopper-modulation technique has been employed. See
also Color Insert.
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dissipation can be realized. This is due to the fact that the develop-
ment of sinusoidal currents and their demodulation only relies on
the use of choppermodulators leading to a signicantly lower power
dissipation compared with the methods using sinusoidal currents
and analog modulators/demodulators.

8.6 Conclusion

As the cost of health care is increasing, the remote monitoring of
people is gaining more and more attention. This leads to a strong
urge for portable medical signal monitoring systems that can be
integrated into people’s daily lifestyle. It is expected from these
systems that they can collect data, analyze these, and communicate
the results to medical professionals.

One of the most important building blocks for this system is
the realization of the analog front-end circuit that can consume
minimal power and can still meet the challenging requirements
of medical monitoring systems. In this chapter, we have reviewed
the most commonly used instrumentation amplier topologies
for dierent medical signal acquisition. It can be seen from this
review that there is not a single instrumentation amplier topol-
ogy ideal for dierent biomedical signal acquisition applications;
rather, it is more important to consider the requirements of
the application and select the instrumentation amplier topology
accordingly.

In addition to instrumentation amplier design, an important
challenge in ambulatory medical signal measurement systems is
motion artifacts. These signals, though do not have any medical
relevance, appear together with biomedical signals and reduce the
reliability of signal analysis software. Several methods that address
this problem have been presented in this chapter. The advantages
and disadvantages of these dierent techniques have been reviewed.
In particular, adaptive ltering approach has been favored due to
its advantages over other methods. Last but not the least, the
implementation of analog circuits that can generate the reference
signal of an adaptive lter is described, and low-power techniques
for such circuits have been presented.
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Wireless body area network (WBAN) is considered a special-
purpose sensor network designed to collect and transmit physi-
ological data within a short distance. Physiological sensors could
be either implanted or placed external to a human body. A
WBAN will generally operate either as a stand-alone personal area
network (PAN) or as an interconnected network in telemedicine
applications. The network conguration of a WBAN will depend
on medical applications. In a WBAN design, the MAC protocol
plays a very important role, which determines the QoS (Quality of
Service) performance, energy eciency, and reliability of a network.
This chapter introduces the WBAN architecture, MAC protocols,
and network design techniques for medical applications. The
chapter initially introduces dierent network topologies followed
by fundamental description of MAC protocols and its classications,
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and then reviews several WBAN-specic MAC protocols. Following
the MAC protocol discussions, the chapter introduces energy
management techniques and patient monitoring design techniques.
Some simulation results of a WBAN are presented to analyze the
performance of a CSMA/CA MAC-based WBAN networks.

9.1 Introduction

The WBAN is becoming a key component of future telemedicine-
based health care systems [1, 11]. Applications of WBAN in future
can bring a number of key benets to the health care system.
Major benets include collection of medical data of patients from
their home or workplaces, collection of transient medical data in
a cost-eective manner, patient’s mobility, reduction of health care
cost, improved patient care based on the availability of timely
information, etc. On some occasions, collection of transient data
for dierent diagnostic purposes could be dicult. In many cases,
patients need to be kept under observation in hospitals or clinics
for an extended period to detect certain medical conditions, which
is quite resource intensive. Applications of WBAN could reduce
the cost of patient observation and treatments because health care
professionals can access those data from anywhere anytime.

A WBAN is a special-purpose wireless sensor network with spe-
cic QoS requirements [21]. Key requirements of a WBAN are low
packet transmission delay, low to medium data transmission rate,
near zero packet loss, minimum delay jitter, and low energy usage.
Performance of a WBAN system will depend on a number of factors,
which include the hardware design, applications characteristics, and
network design.

In a patient monitoring system, data transmission reliability
and latency is extremely important. The reliability and latency
of a WBAN will largely depend on the design of physical (PHY)
and medium access control (MAC) layers. For optimum network
eciency and data transmission reliability, the MAC layer needs
to be designed to suit specic needs of specialized applications.
Considering the importance of WBAN applications, an IEEE stan-
dard group (IEEE802.15.6 working group) is working on the
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development of a body area network architecture [22]. The new
standard will dene the PHY and MAC layer management issues,
which could be used to develop a low cost, ultra-low power and
highly reliable wireless network. Reliability of a medical network
can be dened in terms of its main QoS parameters such as delay
prole, delay jitter, and information loss rate. Performance and
reliability of a WBAN will depend on the PHY and MAC layer
procedures as well as on the network topology used. Following
sections examine network architecture and MAC protocol design
issues for a WBAN-based patient monitoring system. Before moving
into the discussion of design issues, rst we examine the network
and MAC protocol design requirements of a WBAN. Listed below are
some of the main requirements of a WBAN.

• A WBAN should be able to support a range of med-
ical applications, which includes acquiring data samples
from periodic and nonperiodic sources and transmitting
information to a service node within a maximum xed
delay without any loss of critical information [2]. Also, the
system should be able to support exchange of nonmedical
and control information with various remotely controlled
appliances.

• A WBAN should be able to operate in a power-constrained
environment where power sources such as battery should
operate for a reasonably longer period of time. Power
savings for implantable nodes are more critical than other
nodes. Power savings can be achieved by combining PHY
and MAC layer procedures [3].

• AWBAN should be self-healing, secure, and reliable.
• A WBAN should support data rates between few tens of
kbs to several Mbps to host a range of applications such as
images and video clips.

• A WBAN should support QoS management features to
oer priority services. Particularly when a critical patient
is monitored, the system must guarantee the delivery of
critical information to a service node. For medical data, the
main QoS features will be the transmission delay and the
packet loss.
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• A WBAN may incorporate a narrow transmission band
(400 MHz or 2.4 GHz) together with the UWB (ultra-wide
band) technology to cover dierent environments.

• A WBAN should operate and coexists with other network
devices operating in similar frequency bands. Also, a WBAN
should be able to operate in a heterogeneous networking
environment, where networks of dierent standards may
cooperate with each other to acquire information from
dierent sensors.

In this chapter, we concentrate on the network design techniques,
mainly concentrating on the MAC and energy management issues.
The MAC protocol implements a set of rules, which are used
to coordinate packet transmissions in a shared transmission
channel environment. NumerousMAC protocols have been designed
to support applications in dierent types of networks. In this
chapter, we review several MAC protocols that could be used for
WBAN applications. This chapter also introduces an interconnected
WBAN architecture, which can be used to support remote patient
monitoring applications. Rest of the chapter is organized as follows.
Section 9.2 introduces the network topology and congurations
used in wireless sensor networks. Section 9.3 introduces the basic
properties and classications of MAC protocol. Section 9.4 discusses
scheduled and polling MAC protocols and their design features.
Section 9.5 discusses the random access protocols and their
design features. Section 9.6 presents a hybrid MAC protocol design
proposed by the IEEE 802.15.4 standard. Section 9.7 discusses the
energy management issues in a WBAN. Section 9.8 presents the
design of several patient monitoring networks. Section 9.9 presents
some simulation results of a ZigBee-based patient monitoring
system. Conclusions are presented in Section 9.10.

9.2 Network Topologies and Congurations

A communication network can be designed using a number
of dierent topologies that dene the geometrical position of
communication nodes [12]. A network topology is generally selected
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Figure 9.1. Network topologies: (a) centralized star topology; (b) distrib-
uted bus topology; (c) ring topology, and (d) fully connected mesh topology.

based on application scenarios. There are ve standard topologies
generally used: star, bus, tree, ring, and mesh. Figure 9.1 shows
commonly used four network topologies. The star topology consists
of a centralized controller where all nodes communicate directly
with the central controller to exchange information. Information
between nodes is also exchanged via the central controller. The
star conguration is suitable for WBAN applications where a
central controller can collect and aggregate all physiological data
from dierent sensors. The bus structure supports communication
among various nodes in a decentralized manner. The topology has
been developed to support operation of random access protocols
with minimum protocol control overhead. Bus structure could be
used for wired body area network applications. The ring topology
is used to transmit packets in a contention free mode using a
token, which is a form of distributed polling network. In the ring
topology, nodes are connected in a serial closed-loop fashion where
a control packet, known as the token, schedules the transmission
of packets. A ring network may not be suitable in a WBAN due to
longer transmission delay and maintenance of token overhead. A
ring network is generally more suitable for high data rate networks
with high volume of trac. The mesh topology is used to provide
full connectivity between all nodes. The topology provides many
redundant transmission links, thus oering higher reliability in a
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large network. The mesh network topology is quite often used in
large sensor networks to provide full connectivity. For a WBAN
application, the mesh topology is not very useful because each body
area network will generally consists of limited number of nodes.
However, a mesh topology could be used in a large hospital network
for multi-patient monitoring systems.

The star topology in a wireless sensor network is organized as
a cluster tree topology where the star network controller becomes
the cluster head. A cluster-based network forms a PAN; in case of a
wireless clustered network, it is referred to as the WPAN (Wireless
PAN) where the cluster head becomes the PAN coordinator [14]. All
data communication in a cluster network goes through the cluster
head or in case of a PAN/WPAN, through the PAN coordinator.
The PAN coordinator is also responsible for resource allocation,
synchronization, allocation of a PAN ID. Each node in a cluster has a
unique cluster ID, which is controlled by the cluster head. The cluster
head/PAN coordinator is a more computationally powerful data
processing device, which collects information from all its sensor
nodes. In WPAN, nodes are generally classied into two types:
full functional device (FFD) and reduced functional device (RFD).
The FFD can operate in three modes serving as PAN coordinator,
a coordinator, or as a network node. The RFD can only act as a
simple node, which forward information to a coordinator or to a
PAN coordinator. RFDs can exchange information only through the
PAN coordinator. To operate a cluster-based WPAN, it is necessary
to activate a star conguration. In a cluster-based WPAN, a FFD is
activated rst, which may establish its own network and become
the PAN coordinator. All devices in a PAN are identied by the PAN
identier. Once the PAN identier is chosen, the PAN coordinator
allows other nodes to join the network. WPAN network devices
generally do not implement the full seven-layer protocol stack;
rather, it implements only the lower two layers of the protocol stack,
i.e., the physical layer (PHY) and the data link layer (DLL).

9.3 Basics of Medium Access Control Protocols

A sensor node is designed using the standard OSI (open system in-
terconnection) model to exchange data using communication links.
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Figure 9.2. Protocol stack (a) standard OSI model, (b) three-layer WPAN
model.

The basic seven-layer OSI model and the corresponding WPAN
protocol stacks are shown in Fig. 9.2. A WPAN device will only
implement two and half or three layers of the OSI model, which
includes PHY, mostly a sublayer of the DLL, and an application
layer [14]. The physical layer is responsible for the transmission
and reception of physical signals using the hardware resources. The
PHY layer is also responsible for conditioning of transmitted and
received signals suitable for the transmission channel. A WPAN will
generally only use the MAC sublayer of the DLL. The MAC protocols
are used in multiuser communication networks to transmit packets
in a contention-freemode. TheMAC protocol allow users to transmit
packets in an interference free mode while maintaining high
network throughput and low delay, thus supporting QoS of dierent
types of trac. MAC protocols can also control transmission
power of a node by optimizing packet transmission and scheduling
processes. MAC protocols have been evolving over the last few
decades to support dierent type of networks and applications.
MAC protocols can be classied into two broad categories: xed
assignment- and dynamic assignment-based protocols as shown in
Fig. 9.3. Fixed assignment-based protocols use the basic properties
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Figure 9.3. MAC protocol classications.

(time, frequency, and code) of a transmission channel to divide
transmission resources and use the allocated resources to transmit
their information in an interference-free mode. Fixed allocation-
based MAC protocols generally do not alter allocated transmission
resources during the length of a data session. Fixed assignment
protocols can also be viewed as scheduled protocols. Some of the
commonly used xed resource assignment-based protocols are:
FDMA (frequency-division multiple access), TDMA (time-division
multiple access), CDMA (code-division multiple access), and SDMA
(space-division multiple access) [13, 14]. For WBAN applications,
some of the systems use the TDMA technique to accommodate
multiple sensor nodes.

Dynamic assignment-based protocols are generally known as
ON demand-based protocols where transmission resources are
allocated to transmitters only when an actual transmission takes
place. ON demand protocols are more suitable for bursty non-
periodic trac sources. The dynamic access protocols are again
divided into two subclasses: scheduled access protocol and random
access protocol. A scheduled access protocol allocates transmission
resources in a dynamic manner, but it coordinates transmission
either in a centralized or in a distributed manner to avoid any
interference or collisions. The random access protocols are also
ON demand-based transmission system where transmitters may
use some channel state information to transmit a packet. The
channel sensing mechanism is used to reduce the probability
of collisions. A random access protocol generally requires less



Basics of Medium Access Control Protocols 267

control signaling compared to the scheduled access protocols.
Transmission of control signaling has implications on a network.
Large control overheads could reduce the information transmission
capacity of a WBAN; also control signaling could increase the power
requirements of a node or a network.

One of the key issues of a WBAN MAC protocol design is
power management. Power requirements of a WBAN will be jointly
determined by PHY and MAC layers. The MAC protocol can also
control the physical layer of a node to control the sleep cycle of
a node, which can aect the energy requirements of a node. The
MAC protocol can determine sleep, wakeup, and listening periods
depending on the application. Most of the medical applications will
generate low duty cycle data. The MAC protocol can synchronize
various application duty cycle data and intelligently control the sleep
cycle of a transceiver [13, 4]. Further discussion on MAC energy
management is provided in Section 9.7.

QoS requirements of a WBAN protocol are simple and straight-
forward. Most of the nodes will transmit information in a periodic
manner using xed size packets. It is necessary for a WBAN
that packets can be transmitted in a contention-free mode with
high guarantee of delivery and low packet transmission delay. For
WBAN applications, most cases packet retransmission needs to be
avoided because generally the sensor nodes will have little buer
and processing capabilities. Also, retransmission of packets will
reduce the life of the WBAN energy source. Some of the specialized
WBAN nodes connected with a tiny camera may require higher
transmission bandwidth to transmit images. A WBAN can prioritize
its transmission by assigning dierent priority value to dierent
trac sources. QoS requirements of WBAN applications have not
been strictly dened yet. With the further development of the IEEE
802.15.6 standard, it is expected that QoS proles for medical data
will be developed for future applications.

9.3.1 WBAN Trac Characteristics

Trac sources in a WBAN are mostly medical sensors which
generate data depending on the properties of physiological signals.
Table 9.1 lists some of the common diagnostic medial signal
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Table 9.1. Physiological signal characteristics

Parameter Value Frequency (Hz) Data Rate (bits/sec)1

ECG Signal (single lead) 0.5–4 mV 0.01–250 4,000

Respiratory rate 2–50 breaths 0.1–10 160

Blood pressure 10–400 mm Hg 0–50 800

EEG 3–300 μV 0.5–60 960

Body temperature 32–40◦C 0–0.1 1.6

EMG (Electromyogram) 10 μV–15 mV 10–500 8,000

GSR (Galvanic Skin Reex) 30 μV–3 mV 0.03–20 320

1Assuming an 8 bit A/D converter is used.

properties. Data rate presented in the fourth column is calculated
based on the Nyquist frequency and an 8 bit/sample A/D converter.
The table shows that signal data rate and interarrival time vary quite
signicantly. All the trac generated by various sensors is periodic
in nature because of constant sampling rate. For patient monitoring
applications, it is also possible that sensors could transmit data on
demand basis, i.e., a sensor transmit data only when a sensor is
being queried by a medical device. In addition to following medical
data, a WBAN may also support image or video transmission from
either an implanted or an on-body camera. Data rate for imaging
devices will depend on application and image/video resolution and
frame size. A WBAN also needs to cater for irregular events such as
irregular heart beat when a patient may enter into a critical stage.
WBAN can be used in an ambulatory environment where a critical
patient could be monitored over a communication network. Hence,
it is apparent from this discussion that a WBAN generally needs to
cater for periodic data, but on occasions it may be necessary to cater
for nonperiodic bursty data. Besides these signals, a WBAN may
need to transmit/receive control signals from specialized medical
devices. In future for specialized applications, aWBANwill probably
consist of sensor nodes as well as diagnostic medical appliances.

9.4 Scheduled Protocols

Packet transmissions in a WBAN will be controlled by the MAC
protocol. A scheduled MAC protocol will allocate transmission
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resources to all nodes in an orderly manner using either a xed or
a dynamic channel assignment technique. In a WBAN transmission
resource is the radio channel. In communication networks many
other scheduled protocols are used in various systems; however,
for WBAN applications we focus on TDMA and polling protocols
because they are most likely to be used for medical applications. For
certain applications,xed assignment protocols can bemodied into
adaptive assignment protocol such as ATDMA (advanced TDMA)
protocol.

9.4.1 TDMA Protocol

Time-division multiple access (TDMA) is one of the simplest xed
assignment protocols [14]. TDMA protocol allows multiple users
to share a transmission channel by dividing the transmission time
among users. The TDMA protocol operates using a frame and slot
structure where a frame consists of a numbers of time slots with a
xed frame length. The time slots are allocated to each transceiver
that can transmit or receive information using their allocated time
slots. The TDMA frame is synchronous in nature, which repeats
at a constant rate. For a WBAN, TDMA links can be congured
either in a full duplex or in a half duplex manner. Duplex links
could be frequency-division duplex (FDD) or a time-division duplex
(TDD). The implementation of FDD links is more costly because
each node needs to use a duplex lter, whereas a TDD link can
be easily implemented using a software scheduler on a node. For
WBAN applications, most of the time trac will be transmitted in
one direction, i.e., sensor to the coordinator; hence, either a full
duplex or a TDD link will be suitable. A TDMA-based WBAN can be
designed using both star and bus network topology. TDMA, being
a synchronous packet transmission system, can handle periodic
trac more eciently than nonperiodic trac. A TDMA link can
provide xed packet transmission delay, which is one of the key
requirements of a WBAN. Another benet of the protocol is the
use of minimum number of overhead bits to support information
transmission due to thexed channel allocation technique. Themain
disadvantages of a TDMA-based system are scalability and ecient
support of nonperiodic trac sources. The energy eciency of
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a TDMA-based system can be enhanced by synchronizing the
transmission frame/slots with the sleep cycle of a node [5]. Energy
eciency issues are discussed in Section 9.7.

9.4.2 Polling Protocol

Polling is one of the dynamic scheduled access mechanisms that
can be used to support packet transmission in any size network
[6]. A polling network is a centralized network architecture where
a central network node controls the transmission of packets,
avoiding any collisions of packets. Unlike the TDMA protocol, polling
protocols generally do not require any xed allocation of resources
but require higher level of signaling to transmit information.
Figure 9.4 shows a typical wireless polling network and its polling
sequence operating in star topology. This gure shows that all nodes
in the network are polled by the central controller in a round-robin
manner to receive data from these nodes. The controller sends a poll
message to a specic node, which in reply can send either a data
packet or a NACK (negative acknowledgement) specifying that it has
no data to send. To minimize packet transmission, the controller
could include the acknowledgement of the pervious transmission
with the current poll message. Since a poll message is a broadcast
message, all nodes in the network can receive themessage. However,

Figure 9.4. A wireless polling network showing the polling sequence. See
also Color Insert.
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the controller species in the poll message which node should reply.
A polling system is more exible than a TDMA-based system due to
direct interaction between the controller and a node. In this case,
each node can be polled based on its transmission requirements. For
example, Table 9.1 shows that an ECG sample is produced after every
2mswhereas an EMG sample is produced every 0.2ms. If we assume
10 signal samples are transmitted in a packet, then the ECG node
needs to be polled after every 20 ms whereas the EMG node needs
to be polled every 2 ms. This exibility is not available in a TDMA-
based system. Also, in polling networks, nodes can transmit dierent
size data packets depending on the application. These exibilities
are achieved at the expense of extra signaling and the processing
capability of the central controller. Polling sequence and rate can be
tailored for dierent applications.

Packet transmission delay in a polling network will depend on
the polling cycle time [12]. As shown in Fig. 9.4, nodes are polled
in a sequential manner where a node can transmit a packet after it
has been polled. So the packet transmission delay will be the sum of
packet queuing time and the packet transmission time. In a WBAN,
propagation delay is extremely small, which can be neglected. In a
network if the controller is polling all the nodes at a constant rate,
then the polling cycle will be the sum of polling time and packet
transmission time. For example, if the poll and acknowledgement
packet transmission time is 1 ms and the data packet transmission
time is 2.5 ms, then each node in Fig. 9.4 will be polled after every
14 ms assuming that all nodes always have data to transmit when
polled. In this case, if the rst node generates data in the middle of a
polling cycle, then itmustwait 8ms before a poll message is received
and then it will take another 2.5 ms to transmit the data packet
to the controller, incurring a 10.5 ms delay for the transmission.
For a WBAN application, if the nodes are polled by matching their
data generation rate, then the polling cycle length will vary due
to the number of active nodes in each polling cycle. A polling
system can be tailored to cater for data with dierent priorities
and data generation rates. A high priority node can be polled more
frequently compared to lower priority nodes. Polling networks are
easily scalable, particularly when the controller nds a new node it
can include the new node in its polling list or delete a node from
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the list if a node does not respond to subsequent polls. The energy
requirements of a polling network can be variable depending on
the system design. Polling networks can be implemented using star,
bus, and ring topologies. For WBAN application, a star topology-
based polling networkwill bemost suitable because the bus and ring
topologies introduce higher polling andmessage transmission delay.

9.5 Random Access Protocols

Random access protocols are generally used in distributed networks
without the presence of any central coordinator [12, 13, 14].
Nodes using random access protocols coordinate the transmission
of packets to minimize collisions. Nodes using this class of protocols
will use the transmission channels only when they have data
to transmit. Random access protocols are more complex than
scheduled access protocols; hence, careful approach is required
to design the protocol and the network. Random access protocols
are in use in local area networks for many years. This class of
protocol is also becoming popular for wireless sensor network
applications. The IEEE 802.15.x standard denes a number of
random access protocols for a number of short-range wireless
networks [7]. Bluetooth was the rst short-range low-to-medium
data rate MAC protocol developed for WPAN applications. Later
the Bluetooth protocol was modied to develop the IEEE 802.1.5.1
standard. Subsequently, a low-power low data rate standard, the
IEEE 802.15.4 MAC protocol, was developed for the wireless sensor
network applications. In the IEEE 802.15.4 standard, which consists
of PHY and MAC layers, functionalities have been merged with
application layer protocols to develop the ZigBee standard. The
IEEE 802.15.x family of protocols is becoming one of the major
wireless sensor networking standards. The IEEE 8021.5.6 protocol
is currently under development to support WBAN applications.
It is most likely that the new WBAN standard will be based on
the CSMA/CA (carrier sense multiple access/collision avoidance)
standard [22].

One of the rst random access protocols used in computer
networks is the ALOHA protocol. Since the development of the
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ALOHA protocol, many other random access protocols have been
developed by further enhancing the features of the protocol. A more
ecient random access protocol known as the CSMA protocol was
developed from the ALOHA/S-ALOHA (slotted ALOHA) protocols
[12]. Using the CSMA protocol, each transmitting node checks the
status of the transmission channel to decide whether to transmit
a packet or not. The philosophy of the CSMA protocol is listen
before transmit. The CSMA protocol can operate either in persistent
or in a nonpersistent mode. In the persistent mode, a node
constantly monitors the status of the transmission channel and
starts transmitting as soon as the channel becomes free. Using
the nonpersistent mode, a node constantly monitors the status
of a transmission channel. When the channel becomes free, the
node then can either immediately transmit or backo for a certain
period of time to check the channel again. The decision whether
to transmit a packet or to defer a packet transmission depends on
the transmission probability value generated by a random number
generator at the MAC layer. The nonpersistent protocol has been
developed to minimize the probability of collisions by randomizing
packet transmission times. The persistent protocol may oer a low
transmission delay at the expense of higher level of packet collisions,
whereas the nonpersistent CSMA protocol oers network stability
at the expense of higher average packet transmission delays. A
compromised version of the CSMA protocol is quite widely used
and is known as the p-persistent protocol, where the probability
of a transmission or a deferment can be adjusted by selecting
appropriate value of p,which is the packet transmission probability
[15]. In a CSMA/CA network, an ACK packet is used to inform the
transmitter about the status of a transmission. A receiver transmits
an ACK packet when a packet is successfully received. A transmitter
may not receive an ACK packet if either the transmitted packet is
incorrectly received due to channel errors or packet transmission
is unsuccessful due to collisions. A transmitter can successfully
transmit a packet if all other transmitter remains silent for a
period of maximum propagation delay, tp, of the network. After
the propagation delay, all nodes of a network become aware of the
transmission and will not attempt to transmit any packet while the
current transmission continues.
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Channel sensing and p persistent techniques are combined
to improve the performance of a network by trying to avoid
collisions. CSMA/CA-based protocols also use another collision
avoidance technique particularly to reduce the hidden user problem
[13]. A wireless terminal is considered to be a hidden terminal
if the terminal is unable to receive transmitted signal(s) from its
neighboring terminals because that particular terminal could in a
RF (radio frequency) shadow region compared to its neighboring
terminals. In such case, a hidden terminal could increase the packet-
collision level in a network. A hidden terminal may be unaware
of other transmission or transmission attempts and inadvertently
interfere with other transmissions. The CSMA/CA protocol uses
the RTS/CTS (ready to send/clear to send) signaling to reduce the
hidden terminal problem. However, for a WBAN application, the
hidden terminal will not be a problem due to the size of the network
and the proximity of terminals.

Random access protocols can oer several advantages for WBAN
applications. The rst advantage is the support of periodic and
nonperiodic trac with equal eciencies. Using a random access
protocol, a transmitter can initiate a packet transmission on its own
only when a packet is generated at the node. Unlike the scheduled
access protocol, the transmitter does not need to wait for a time
slot or a poll message to initiate a transmission. In a WBAN when
periodic and nonperiodic trac are mixed, the problem of collision
reduces due to randomization of packet generation rate. Second,
the main advantage of the random access protocol is the energy
consumption [16]. A node using the random access protocol can stay
in the sleep statemost of the time, waking up onlywhen transmitting
a packet. Another key advantage of a random access protocol is
the scalability. The networking size can easily be increased or
decreased without the need for any software or hardware upgrade.
The main disadvantage of the random access protocol is variable
packet delay due to collisions at the higher trac load. However,
this issue is not a problem for WBAN applications if the volume of
trac is kept relatively lower compared to the network transmission
capacity. Random access protocols have been widely accepted for
sensor network applications. Industrial standards such as ZigBee,
Bluetooth, etc are quite widely used in sensor network applications.
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Both ZigBee and Bluetooth standards are based on the CSMA/CA-
based MAC standards, which can be successfully used in WBAN
applications.

9.6 Hybrid MAC Protocol

Previous sections discussed scheduling and random access pro-
tocols, which are used in dierent wireless sensor networks. For
sensor network applications, the IEEE 802.15.4 standard denes
a hybrid packet transmission structure, which allows transmitters
to use both contention and guaranteed transmission modes [14,
17, 18]. The hybrid transmission structure has been developed to
eciently support periodic, intermittent, and repetitive low latency
data. The IEEE 802.15.4 standard supports the hybrid transmission
mode using the super frame structure as shown in Fig. 9.5. The
super frame structure is controlled by the PAN coordinator. The
coordinator periodically sends beacons that identify the PAN. The
PAN is identied by a 16 bit PAN identier. The beacon frame also
contains information, a list of outstanding frames, and other system-
related parameters. The time interval between beacon signals is
constant, and users can select a valuewhich is amultiple of 15.38ms.
The maximum beacon interval time could go up to 252 ms. Two
consecutive beacon signals form a super frame separated by 16
equally sized time slots as shown in Fig. 9.5. The super frame is
subdivided into active and inactive periods. All nodes, including
the coordinator, can turn o their transceivers and go into a sleep

Figure 9.5. IEEE 802.15.4 MAC super frame structure. See also Color
Insert.
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state during the inactive period of a super frame. The active period
consists of 16 timeslots, where each timeslot is divided into two
groups. One set of slots forms the contention access period (CAP)
and the rest of the slots become part of the guaranteed time slots
(GTS). The length of the active and inactive periods is congurable,
hence allowing system design exibility to accommodate dierent
types of applications. The CAP slots can be accessed using the
standard CSMA/CA procedure, whereas the GTS slots are allocated
by the coordinator when a request is made by a node. The ag
in the request packet indicates whether the slot will be used to
transmit or receive. Upon receiving a slot request, the coordinator
will allocate a slot when appropriate resources are available. GTS
slots are organized in the same way as the TDMA slots. When GTS
slots are used for transmission, a node can schedule its sleep cycle
and wake up just before the time slot starts and send the packet.
On the other hand, when a CAP slot is used, the node must wake up
in advance and perform carrier sensing or other collision avoidance
procedures before it can initiate a transmission.

The super frame structure based on the hybrid MAC protocols
could bewell suited forWBAN applications wheremedical data with
dierent QoS requirements will be transmitted. Sensors of lower
priority data could be transmitted using CAP slots, whereas high
priority data could be transmitted using GTS slots. The super frame
structure is congurable where the active and inactive periods can
also be adjusted.

9.7 Energy Management in a WBAN

Energy management of nodes is one of the crucial requirements
of WBAN deployments [19]. WBAN’s could be deployed for patient
monitoring continuously for several days. In such deployments, it
is important that nodes are designed properly so that the battery
lasts for the duration of the deployment. Energy requirements of
a node will depend of a number of factors, which includes the
PHY layer and hardware design, MAC layer-controlled sleep cycle,
MAC packet scheduling, and the application requirements. Source
of energy of WBAN nodes will be a battery whose life cycle will
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depend on the way a node will drain the energy. There are a number
of battery phenomena that could aect both charge and discharge
outcomes. Two important phenomena are the rate-capacity eect
and the recovery eect. The rate-capacity eect of a battery is the
idea that drawing a large, continuous current from a battery will
lead to it depleting faster than expected. In an ideal battery, it is
assumed that the voltage stays constant for the entire life of the
battery, and then drops to zero. In the real world, however, voltage
is not constant over the entire life of the battery; instead it drops
during the discharge. This drop in voltage during the discharge
varies in severity from battery to battery. In all cases though, it
leads to a perceived drop in battery capacity. Figure 9.6 shows the
typical rate capacity characteristics of a battery for a continuous
and an intermittent load situation [6]. An intermittent transmission
is a typically ON/OFF scenario when a transmitter sends data
for a brief period and then moves into an inactive state. When a
transmitter moves to an inactive state, the battery load will be low,
allowing the battery to recover. Figure 9.6 shows that an intermittent
application could prolong the life of a battery due to the recovery
eect. For a continuous discharge, the slope remains fairly constant
as expected. For an intermittent discharge, however, the battery is
able to recover some of the lost charge, resulting in a piecewise-
continuous discharge slope. This results in the battery having a
longer lifetime.

Figure 9.6. Battery charging and discharging phenomena.
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As shown in Fig. 9.6, the battery lifetime of WBAN node can
be suciently extended by appropriately designing the packet
transmission schedule in a network. It is possible to optimize
the power requirements of a sensor node by using the following
techniques.

• Lower data transmission frequency by the use of data
aggregation technique.

• Reduction of proportional frame overhead by selecting
appropriate payload size.

• Appropriate use of power management algorithms to
coordinate the sleep cycle.

• Placement of nodes in a WBAN to avoid poor transmission
channel conditions.

To achieve signicant advantages, each of the above techniques
needs to be carefully designed and integratedwith theMAC protocol.
Lower the data transmission frequency can reduce the power
requirements of a sensor node. Average current consumed by a
sensor node is described by Eq. 9.1. The equation clearly shows that
transmission duration and average transmitter current requirement
will increase with more frequent transmission of data. In addition
to power requirement for data transmission, there are other power
requirements. For example, for a CSMA/CA-based network for
every packet transmission the node needs to listen to the channel
when the node acts as a receiver. On the basis of channel sensing
result, it either transmits or backo for a certain duration. It is
necessary for reduced power consumption that during the backo
period, the transmitter goes to the standby mode. The transmitter
could be switched ON by a timer for further channel sensing and
transmission decision-making. This intermittent ON/OFF process of
the transmitter will help to prolong the battery. Data aggregation
technique will lower frequency of data transmission as well as
reduce the frame overhead [10]. For example, EEG data samples
are generated at a rate of 60 Hz, i.e., samples are generated after
every 16.66 ms. If we use 8 or 12 bit A/D converter and transmit
each sample individually, then the payload size will be very small.
Instead of a single sample if a number of EEG samples are combined
and transmitted every second, then the payload size becomes
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480 bits or 720 bits depending on the chosen A/D converter word
size. In this case the transmitter will use far more less power to
transmit without introducing unnecessary delays. Similarly the data
aggregation technique can be applied for a multichannel sensor
networks as described in Chapter 5. In case of a multichannel
WBAN, samples from dierent channels will be aggregated and
encapsulated in a single packet. The use of data aggregation
technique has another advantage for a random access network.
The data aggregation technique will reduce the number of packet
transmission attempts for a CSMA/CA network, thus reducing the
packet collision probability and increasing the QoS of a WBAN. In
a random access network such as ZigBee or Bluetooth network,
transmission of fewer large packets will reduce the collision level
as well as the transmission power requirements.

Iavg = Ttxon × Itxon + Trxon × Irxon + (1− Ttxon − Trxon)× Istb (9.1)

Ttxon is the transmission duration including packet transmission and
other time necessary to support the transmission.

Trxon is the packet reception time.
Itxon is the average current consumed by the transmitter.
Irxon is the average current consumed by the receiver.
Istb is the current consumed by the transceiver module in the

standby mode.

The coordination of sleep cycle is important for the node power
management. On the transmitter side, sleep cycle can be easily
managed because the transmitter blocks can be turned ON or OFF
by the MAC layer depending on a node’s transmission requirements.
The transmitter circuit will only be turned ON when the MAC
layer receives packet from its higher layer. Switching the receiver
block between ON/OFF modes is a critical issue. A node needs
to know when it is expecting a packet or a control packet. For a
TDMA or a poll-based system, the receiver can easily work out the
packet reception time. In this case, the receiver can be left in the
standby or sleep mode until the packet reception time. However,
using the CSMA/CA protocol the packet reception time is not xed
until the transmitter and receiver work out the packet transmission
schedule. In case of WBAN applications, sensor nodes will be mostly
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transmitting information packets. Sensor nodes will only receive
acknowledgement packets or occasional control packets. On the
other hand, the coordinator or the PAN coordinator will receive
information and control packets from dierent sensor nodes; hence,
it may be necessary for the coordinator the keep the receiver circuit
ON for the duration of its operation. A receiver can save more power
when receiving data from periodic sources. However, a WBAN node
should be able to receive data from dierent type of sources, i.e.,
periodic and nonperiodic sources.

Power transmission requirement of a node is also inuenced
by transmission channel conditions. Although a WBAN will operate
within a small area, it is possible that the receive signal will be
corrupted when transmission loss increases due to the placement of
a node or a posture of a body. Most of the modern transmitters will
transmit at a minimum power level, which will allow the receiver
to correctly receive the transmitted information. For a multi-patient
monitoring system, it is important that mutual interference should
beminimum; hence, all transmittersmust transmit at their optimum
power level. An optimum power level is dened as the minimum
power level at which a receiver can receive packets with zero
bit error rate (BER). The transmitter power level requirement
will increase with increasing transmission losses. A transmitter
can adjust its transmission power level based on the feedback
from the receiver, which informs the link condition. A receiver can
send a feedback using a positive ACK when a packet is received
correctly or a NACK (negative acknowledgement) in case a packet
is received incorrectly. For a WBAN, transmission of ACK or NACK
could introduce additional trac load. It may be possible that ACK
or NACK mechanism can be used only for critical data leaving other
nodes to transmit data at a predetermined power level. In this
case, a receiver may occasionally send explicit instruction to the
transmitter to change its power level to maintain zero BER level.

To examine the eect of sensor node power management issues,
we use the CC2420 chip parameters for sample calculations. The
receiver module of the chip operates on a xed power level, which
consumes 18.8 mA current. The transmitter power requirement
depends on the transmitted RF (radio frequency) signal power.
Transmitter current values are listed in Table 9.2 for dierent
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Table 9.2. CC2420 IC current consumptions

RF signal Power Level (dBm) Transmitter Current (mA)

−25 8.5

−15 9.9

−10 11

−5 14

0 17.4

transmitted RF signal powers. The table shows that the chip can
operate at six dierent power levels. Strongest RF signal will
consume an average current of 17.4 mA, whereas the weakest RF
signal will consume 8.4 mA of current. The standby current of the
IC is 1 μA. The required RF signal power level will be determined
by the transmission loss value. The transmission loss value can
be calculated using the Eq. 9.2. For WBAN applications, additional
losses can add with the transmission loss. Major additional loss
component value is the tissue absorption particularly for implanted
nodes. The received signal strength should be at least equal to or
greater than the receiver sensitivity. The receiver sensitivity of the
CC2420 IC is -95 dBm. If a transmitter is generating a RF signal at
−25 dBm, then the total transmission loss should be lower than 70
dBm.

P L (d) dB = P L (d0)+ 10γ log10


d
d0


+ X σ , (9.2)

where PL(d0) is the path loss at the reference distance, d0is the
reference distance, and X σ is the shadowing variance.

Let’s now analyze the power requirements of a CSMA/CA-based
transmitter. The CSMA/CA protocol uses a series of procedures
before a node can transmit a packet. Figure 9.7 shows the
packet transmission sequence of the CSMA/CA protocol. When
the transmitter senses a channel and initially it nds busy, then
it waits until the channel is idle for the DIFS (distributed intra-
frame spacing) duration. After the DIFS waits the transmitter enters

Figure 9.7. Packet transmission sequence of the CSMA/CA protocol.
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into a backo period. Following the backo, the transmitter could
transmit in a contention mode, i.e., transmit a packet with a risk
of collision. After the transmission of a packet, the terminal will
wait for a period known as SIFS (short IFS) [12]. After the SIFS, the
transmitter is expected to receive an ACK packet. Typical CSMA/CA
timing parameters are as follows. TheDIFS length is 50μs,minimum
back period is 140 μs, and the SIFS value is 10 μs. The packet
transmission time will depend on the packet size. The IEEE 802.15.4
CSMA/CA packet will consist of PHY layer header of 6 byte, MAC
layer header 5 byte assuming a 2 byte address eld and a 2 byte
FCS (frame check sequence). Total transmission time of a packet
can be calculated using Eq. 9.3 neglecting the propagation delay.
For a 40 byte/320 bit payload, the packet length will be 51 byte,
and the packet transmission time of the CC2420 transmitter will
be 1.63 ms. Table 9.3 lists current consumption values of dierent
CSMA/CA parameters for dierent RF signal levels. Values listed
Table 9.3 is calculated based on the assumptions that a packet can
be transmitted in the rst attempt; hence, these are best case values.
For example, when the channel is sensed and found to be busy, the
transmitter will backo and resense the channel after the backo
period. A node senses the channel after each backo period until
it nds the channel free for a DIFS period when it could initiate a
packet transmission. In this case power transmission requirements
of packet can signicantly increase. If we assume that a WBAN
node is using two 900 mAH AA batteries, then a node can transmit
30,706 packets at 0 dBmRF signal level. The same node can transmit
60,851 packets at −25 dBm RF signal level eectively doubling the
lifetime of a battery for the best transmission case condition. In a

Table 9.3. Current consumption values for dierent CSMA/CA parameters

Packet transmission

RF Signal (dBm) DIFS (μA) SIFS (nA) Backo (nA) (μA) Total (μA)

0 0.94 0.01 0.14 28.36 29.31

−5 0.94 0.01 0.14 22.82 23.76

−10 0.94 0.01 0.14 17.93 18.87

−15 0.94 0.01 0.14 16.13 17.07

−25 0.94 0.01 0.14 13.85 14.79
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WBANnode, if one packet is transmitted per second, then the battery
can potentially last up to 17 h for the −25 dBm RF signal level.
Packet retransmissions can aect the life of a battery. However, in the
best transmission case, the battery can last slightly longer than the
above value due to the battery recharging phenomena as shown in
Fig. 9.6.

Tpacket = TDIFS + TBO + L
R

+ T SIFS (9.3)

where TDIFS is the DIFS period, TBO is the backo period, L is the
packet length in bits, R is the transmission rate in bits/s, and TSIFS is
the short interframe spacing.

Discussions in this section clearly show that the battery lifetime
of WBAN will depend on selected MAC parameters and trac
characteristics. Data aggregation and packet scheduling technique
will signicantly inuence the power requirements of a node. For
a polling network node, transmission power requirements will
depend on the design of polling message and cycle.

9.8 Patient Monitoring Network Design

In this section, we will introduce the general rules and techniques
of WBAN design. As mentioned earlier, WBAN is a special-purpose,
low-to-medium rate sensor network with a typical operating
diameter of about 1 m. The number of nodes in a typical WBAN
is expected to be around 2 to 5 with each node connected to a
number of sensors. So the data rate requirements per node will
not be signicantly high unless a node is connected to a camera
or supporting multichannel ECG data. Main QoS requirements of
a WBAN are low latency, no or very minimum packet loss, and
low power transmission to avoid any tissue heating or damage.
Two main networking requirements of a WBAN are low power
consumption and the network should be a scalable one. The size of
WBAN could range from a single-body network to an interconnected
multi-body network operating as a multi-hop network as shown in
Fig. 9.8. To design a WBAN, the following design issues need to be
considered.
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Figure 9.8. A WBAN-based multi-patient monitoring system. Each
patient’s body forms a PAN and consists of sensor nodes and the PCU.

9.8.1 Transmission Capacity Requirements

It is necessary to develop the data prole of a network. Most of the
data will be generated from physiological sensors. It is important
to examine all physiological signal characteristics and calculate the
minimum and maximum transmission data requirements of each
signal. Data must be characterized in terms of their interarrival
rate, which is related to the sampling rate and the data burst size.
The designer should also consider the dynamic range of signals
and select the sampling rate and A/D converters appropriately.
Next, the aggregate data volume should also be considered. The
aggregate data rate is important for the selection of the networking
standard and the MAC protocol. The total aggregate data rate of a
network should not exceed 85–90% capacity of a scheduled access
network. In case of a random access network, the aggregate data
rate should be below 75% of the maximum capacity of the network.
Performance of a network could be signicantly aected by the
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aggregate data rate of a network. It is also important to work out
the peak-to-average data transmission rate of a network. In aWBAN,
most of the time data rate will be steady, but monitoring a critical
patientmay occasionally generate peak trac. If the peak-to-average
trac rate is high, then occasional data loss can happen due to
congestions or buer overow.

9.8.2 PHY and MAC Layer Parameter Selection

It is important to select PHY and MAC parameters appropriately
to satisfy the requirements of a WBAN [8]. Although PHY layer
parameter selections are dicult because in most cases PHY
parameters are decided by the hardware design. Important PHY
layer parameters include themodulation and coding techniques that
can inuence the performance of a sensor node. Themodulation and
coding parameters determine the receiver sensitivity and eective
packet error rate (PER) based on the channel BER. Selection of
MAC parameters is very crucial in determining performance of a
network. Sections 9.4–9.7 have discussed various features of various
MAC protocols. MAC protocol selection will inuence the power
consumption, QoS values, and scalability issues. Scalability could
be an important issue for the WBAN deployment. A WBAN should
oer exibility to health care professionals so that they either
increase or decrease the number of nodes on a body without any
major change in software or hardware. It will be useful if the MAC
protocol can adaptively accommodate varying number of sensor
nodes. The TDMA protocol will not be very scalable unless software
modications are done on the network controller side. Using a
polling network, it is possible to add or remove sensor nodes
without major changes [11]. From the scalability point of view, the
CSMA/CA protocol oers the best advantage. In case of CSMA/CA
protocol, since there are no central coordination necessary, any new
sensor node will read the broadcast message of its PAN coordinator
and will register with PAN coordinator for data exchange within a
WBAN.

Most of the sensor networking standards such as code blue,
Wibree, Mica2, etc. have selected the CSMA/CA MAC protocol to
develop medical applications [21]. As mentioned above, a CSMA/
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CA-based system is adaptive in nature, requires minimum control
signaling, and supports required QoS for a WBAN. Also, the
CSMA/CA protocol can be optimized for dierent application
scenario by appropriate selecting transmission and priority para-
meters. The IEEE 802.15.4-based hybrid protocol could be a good
choice for future systems where low priority nodes can transmit
packet using the contention mode, whereas the GTS mode could be
used for high priority nodes. Hybrid protocol will also oer excellent
scalability feature.

9.8.3 Network Conguration

The network conguration of a WBAN depends on the deployment
scenario. A WBAN can be deployed either in a stand-alone mode or
in an interconnected mode [20]. A stand-alone mode could be used
for a single-patient monitoring system, whereas an interconnected
mode could be used for either monitoring multiple patients or
monitoring a patient remotely. A stand-alone mode will simply form
a PANwith a CCU (central coordination unit) as the PAN coordinator.
In this mode, the CCU will collect all sensor data and store them
for further processing [9]. The protocol architecture will be very
simple where application layer can directly communicate with the
MAC layer for transmitting and receiving information. In this mode,
we don’t need to consider mobility because it is most likely that all
nodes will be attached to a single human body and the CCU will also
be located either on the body or close to the body in a xed location.

Multi-patient or remote monitoring system will require a
complex networking conguration where we need to construct a
multi-hop network as shown in Fig. 9.8. In this case, each body
will form a single PAN and all PANs need to be connected to a
PCU (patient coordinator unit — a wearable device that can be
carried, wearable by the patient). Each CCU will act as a router
for their PAN and transmit all its sensor data to the PCU. The PCU
could be connected to a hospital LAN (local area network) or to the
Internet. All CCU’s can transmit their packets in the broadcast mode
with PCU address in the MAC address eld. The multi-hop network
needs to introduce some form of packet scheduler to minimize
the contention if the CSMA/CA protocol is used. In the multi-hop



Patient Monitoring Network Design 287

networking scenario, all sensor nodes, CCUs, and PCU will transmit
packets in the contention mode; hence, it is necessary that some
form of power control and packet scheduling need to be introduced.
For example, sensor nodes in each PAN should transmit their packets
with a minimum power sucient for their CCU to receive packets
with zero BER. If sensor nodes transmit at a higher power level than
necessary, then it may be possible packet transmissions in other
PANswill be aected. It is also necessary that CCUs should introduce
some form of pseudo synchronized packet scheduling so that all of
them should not try to send their packets at the same time. Each CCU
will individually adjust its transmitter’s power based on its PCU link
characteristics.

Amulti-patient or a stand-alone patientmonitoring system could
be converted to a remote patient monitoring system by introducing
the TCP/IP (transmission control protocol/Internet protocol) stacks
either at the CCU or at the PCU. The TCP/IP protocol stack will allow
these nodes to communicate with external networks. In this case no
modications will be necessary for the sensor nodes because they
still will be sending their data within their PAN.

Some deployment scenario of WBANs may require the network
to support mobility. For example, mobility support is necessary
when a patient ismonitoredwhile they are carrying out their day-to-
day activities either at home or at workplace. Mobility can introduce
two additional problems: the variation of link characteristics and
routing data to the appropriate node. If amobile patient is supported
within an indoor area, then it is most likely an access point will be
used within the home or work area, which can connect it with the
CCU to exchange data. In that case, we might use a Wi-Fi access
point to connect with the CCU. It is preferable to use a Wi-Fi access
point because it can support a larger cell size — up to 300 m link
distance and relatively cheaper to implement. In this case, we need
to develop a CCU with dual protocol stack. If we assume a ZigBee-
based PAN and a Wi-Fi-based access point, then CCU will act as a
router and it will have vertically split protocol stack supporting the
ZigBee protocol on the PAN side andWi-Fi on the CCU to access point
link. Basically in this case, the CCUwill be built using dual radio IEEE
802.15.4 and IEEE 802.11. If a WBAN requires mobility at a higher
speed for sports training applications, then wireless standards such
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as GSM or UMTS or WiMAX should be used because Wi-Fi can only
support mobility up to 5 km/h.

9.9 Performance Analysis of a WBAN

In this section, we will analyze the performance of a ZigBee-
based patient monitoring system. Figure 9.8 shows a typical WBAN
network architecture for mult-patient monitoring applications. The
data from each sensor are transmitted to a PCU. The PCU aggregates
sensor data and transmit them to a CCU located at a short distance.
The PCU can gather data from both implant and external nodes.
The CCU acts as an intermediate network device that forward the
collected medical data to a patient database (DB) where remote
monitoring devices can retrieve patient’s data for health care
professionals. Each patient body forms a PAN where a PCU acts as
the PAN coordinator. In this WBAN application, the CCU acts as the
PAN coordinator for all PCUs, which can be considered a second-
tier network. The network operates in a multi-hop fashion where
each link transmits data using the CSMA/CA protocol. Relay nodes
such as the PCU and the CCU can be congured in two ways. One
of the congurations is that these nodes simply act as forwarding
node, i.e., it receives a packet and simply forwards the packet
to the next link. Other conguration is that these nodes receive
multiple packets from sensor nodes and then encapsulates multiple
packets and forwards a larger packet. The former approach can be
implemented with nodes with low-processing capability, whereas
the latter approach reduces the number of transmission access on
the forward link, thus reducing the probability of collisions for a
ZigBee-based system.

In this section, we present the performance of the above
WBAN for multi-patient monitoring applications using an OPNET
simulation model [23]. Using the simulation model, initially we
analyze the performance of the data aggregation technique. To
analyze the performance of data aggregation technique, we use a
single PAN model. Figure 9.9 shows the packet loss and packet
generation rate of the simulated WBAN for dierent payload sizes.
Result shows that with the increasing payload size, the throughput
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Figure 9.9. WBAN packet loss and packet generation rate for dierent
data aggregation rate/payload size. See also Color Insert.

of WBAN increases due to fewer transmission attempts. The gure
shows that with single sample/payload (12 bits), the network
only managed to successfully transmit 120 packets, oering a
success rate of 40%. When the average payload size is increased
to 120 bits/packet, then the number of transmission attempts is
dropped to 50 packets/second, oering 100% throughput in the
network. The improvement in the eciency can be achieved due to
lower contention level in the network, which resulted fewer packet
losses due to the packet dropping threshold. In this simulation, we
used ve retransmission attempts as the packet dropping threshold,
which means if a packet is unable to successfully transmit a packet
in ve successive attempts, then the packet is dropped from the
transmission queue. The delay prole of the WBAN for dierent
payload sizes is also investigated and presented in Fig. 9.10. The plot
shows that the average packet delay decreases with the increasing
payload size. Both results (Figs. 9.9 and 9.10) show the same
trend.

Next we investigate the performance of an interconnectedWBAN
to analyze the performance of a multi-patient monitoring system.
In the proposed scenario, it is assumed that all patients’ sensor
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Figure 9.10. WBAN delay prole for dierent payload sizes.

nodes transmit their data via the PCU and CCU to the database. In
this model, PCUs and CCUs are simply acting as a relay node, and
forwarding those data to the DB. In order to minimize the number
of packets, we use the data aggregation technique at the source
node. In this simulation, we connect all sensors on a body using
two sensor nodes transmitting data to the PCU. One of the sensor
nodes (sensor 1) aggregates ECG, body temperature, and blood
pH data and transmits these data after every 145 ms generating
7 packets/second. The other sensor node (sensor 2) aggregates
data from the blood ow, blood pressure, and respiratory rate
sensors, and transmits these data after every 485 ms generating
3 packets/second. This aggregated packet structure allows 73
data samples with a payload size of 880 bits/packet. Using the
aggregation technique, each PAN generates only 10 packets/second.
The eective data rate requirement of sensor 1 and sensor 2
becomes 6.05 kbps and 1.92 kbps, respectively.

The delay prole for a multi-patient networking scenario is
depicted in Fig. 9.11. The plot shows the average end-to-end delay,
which is the total delay over 3 hops (sensor→PCU, PCU→CCU, and
CCU→DB). It is observed that the delay increases with increasing
number of patients. In this case, the main reason for the increase
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Figure 9.11. Delay prole of the multi-patient monitoring system.

in delay is caused by the contention or interference from dierent
PANs. For an operating ZigBee network, sensor nodes on each
patient’s body forms aworking PANwith the PCU as the coordinator.
In a multi-hop networking, collisions can happen either within a
PAN or between PANs when simultaneous transmission goes on in
dierent PANs. Also, transmission from the PCU to CCU or from the
CCU to DB transmissions can be interfered by the transmissions
from other PANs if the IEEE 802.15.4 MAC is used on all the links.
In our simulation, all the wireless links used the CSMA/CA protocol.
The delay plot shows that the delay prole for up to six patients is
quite acceptable where the average packet delay is about 170 ms. A
monitoring system will be able to transmit large number of samples
within this 170 ms due to the aggregation technique used.

9.10 Conclusions

This chapter presented WBAN network design techniques for
various application scenarios. WBAN is currently considered a
developing technology, which needs to be standardized for clinical
applications. There are many networking techniques that need to
be appropriately developed to support medical applications. Since
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the MAC protocol is one of the key components of a WBAN design,
it is necessary to select appropriate protocol and congure them to
achieve optimum performance. This chapter presented theoretical
discussions on MAC protocol and network design techniques,
which will be useful for medical, IT professionals for future
medical application development. Simulation results presented in
Section 9.9 can act as a guideline for WBAN design engineers.
Section 9.9 also demonstrates the importance of network simulation
for the development of an ecient WBAN architecture.
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For an increasing number of people living with chronic medical
conditions, wearable wireless sensor devices can provide nonin-
trusive yet continuous physiological monitoring, allowing eective
clinical management without compromising quality of life. Truly
non-intrusive sensor devices will have light weight and small form
factor, placing fundamental constraints on the available energy,
which necessitates very careful energy management at all layers.
This chapter investigates the opportunities and challenges in
the use of dynamic radio transmit power control for prolonging
the lifetime of such energy-constrained, body-wearable sensor
devices.

We rst present extensive empirical evidence that the wireless
link quality can change rapidly in body area networks (BAN), and
a xed transmit power results in either wasted energy (when the
link is good) or low reliability (when the link is bad). We quantify
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the potential gains of dynamic power control in body-worn devices
by benchmarking o-line the energy savings achievable for a given
level of reliability. We then propose a class of schemes feasible
for practical implementation that adapt transmit power in real
time based on feedback information from the receiver. We prole
their performance against the o-line benchmark and provide
guidelines on how the parameters can be tuned to achieve the
desired trade-o between energy savings and reliability within the
chosen operating environment. Finally, we implement and prole
our scheme on a MicaZ mote-based platform, and also report
preliminary results from the ultra-low-power integrated health care
monitoring platform we are developing at Toumaz Technology. Our
work sets the stage for a holistic approach to power management,
incorporating innovations across all layers of BAN design.

10.1 Introduction

Lifestyle changes combined with an aging population and poor diet
are contributing to an ever-increasing number of people living with
chronic medical conditions requiring ongoing clinical management.
This has resulted in a heavy burden on health care systems that are
primarily geared toward treating acute conditions. Wireless sensor
network technologies have the potential to oer large-scale and
cost-eective solutions to this problem. Outtting patients with tiny,
wearable, vital-signs sensors would allow continuous monitoring
by caregivers in hospitals and aged-care facilities, and long-term
monitoring by individuals in their own homes.

To successfully deploy BANs that can perform long-term and
continuous health care monitoring, it is critical that the wearable
devices be small and lightweight, lest they would be too intrusive
on patient’s lifestyle. This places fundamental limitations on the
battery energy available to the device over its lifetime. Typical
prototype devices in use today, such as MicaZ motes [1] used in
Harvard’s CodeBlue [2] project, operate on a pair of AA batteries that
provide a few watt-hours (a few tens of kilo-joules) of energy. Truly
wearable health monitoring devices are emerging that have orders
of magnitude lower battery capacity — at Toumaz Technology we
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Figure 10.1. Toumaz SensiumTM digital Plaster. See also Color Insert.

are building a new generation of single-chip low-cost disposable
“digital plasters” (shown in Fig. 10.1) that provide nonintrusive
ultra-low power monitoring of ECG, temperature, blood glucose,
and oxygen levels. Our SensiumTM chip operates on a exible
paper-thin printed battery [3] with a capacity of around 20 mW-h
(approximately 70 J). Such stringent energy constraints necessitate
very careful energy management.

Communication is the most energy-consuming operation that a
sensor node performs [4] and can be optimised at multiple layers
of the communication stack. At the physical layer, we at Toumaz
have innovated an ultra-low-power radio [5] suited to BANs: our
radio provides a proprietary 50 Kbps wireless link over a distance
of 2–10 m and consumes 2.7 mW at a transmit strength of −7 dBm
(compare this to the CC2420 radio [6] inMicaZmotes that consumes
22.5 mW for −7 dBm output). At the data-link layer, energy can
be saved by intelligent medium access control (MAC) protocols that
duty-cycle the radio, i.e., by turning the radio o whenever packet
transmission or receipt is not expected. Several such MAC protocols
have been developed in the literature (see [7] for a survey). The
B-MAC [8] protocol included in the TinyOS distribution provides
versatility to the application in controlling the duty-cycling of the
radio, while at Toumaz we have developed our proprietary MAC
protocol [9] suited to BANs. However, these MAC protocols only
control when the radio is switched on, they do not determine the
output power of the radio when it is on. The focus of this work is to
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study the impact of transmission power (for any given transmission
schedule) in trading o reliability of the time-varying wireless
link for energy eciency at the transmitting node. We note that
the ability to control the transmission power is available on most
platforms: the CC2420 radio in Crossbow’s MicaZ motes provides
32 transmission levels (ranging from −25 dBm to 0 dBm output)
selectable at run-time by conguring a register, while our SensiumTM

platform similarly supports eight levels (ranging from −23 dBm to
−7 dBm output).

First, we present extensive empirical trace data that proles
the temporal uctuations in the body area wireless channel. The
large variations show xed transmit power to be suboptimal: when
link quality is poor, low transmit levels result in reduced reliability,
whereas when link quality is good, high transmit levels waste
energy. Furthermore, the rapid variations render existing schemes
(discussed in detail in Section 10.2), that adapt transmit power over
long time scales (hours and days), inappropriate for use in BANs.
Using trace data we compute o-line the “optimal” power control
scheme, i.e., one that minimizes energy usage subject to a given
lower bound on reliability. Though infeasible to realize in practise,
the optimal gives insight into the potential benets and fundamental
limitations of adaptive power control in BANs, and also provides a
benchmark against which practical schemes can be compared.

Second, we develop a class of practical on-line schemes that
dynamically adapt transmission power based on receiver feedback.
These schemes are easy to implement and can be tuned for desired
trade-o between energy savings and communication reliability.
We show conservative, balanced, and aggressive adaptations of our
scheme that progressively achieve higher energy savings (14–30%)
in exchange for higher packet losses (up to 10%). We also provide
guidelines on identifying algorithm parameter settings appropriate
to application requirements and operating conditions.

Third, we present a real-time implementation of our power
control scheme on a MicaZ mote-based platform, demonstrating
that energy savings are achievable even with imperfect feedback
information. We also present preliminary observations of the e-
cacy of our scheme in the ultra-low power platform for continuous
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health care monitoring being developed at Toumaz Technology. Our
work shows adaptive transmit power control as a low-cost way
of extending the battery-life of severely energy-constrained body
wearable devices and opens the doors to further optimizations
customised for specic deployment scenarios.

The rest of this chapter is organised as follows: Section 10.2
briey discusses prior work in the area of adaptive power control.
Section 10.3 presents empirical observations on channel variability
in BANs and motivates dynamic power control. Optimal o-line
power control is explored in Section 10.4, while practical on-line
schemes are proposed and analyzed in Section 10.5. Section 10.6
describes our implementation and experiments on the MicaZ mote
and Toumaz SensiumTM platforms, while conclusions and directions
for future work are presented in Section 10.7.

10.2 Related Work

Transmit power control has been studied extensively in the
literature in several contexts with dierent objectives. A large
number of works, e.g., references [10–15], consider the IEEE 802.11
environment for wireless ad hoc networks and propose adjusting
transmit power or transmit rate for data packets based on several
factors such as wireless channel conditions (probed via RTS/CTS
messages), payload length, etc. In spite of the useful insights from
these works, there are signicant dierences between the IEEE
802.11 WLAN (wireless local area network) environment and a
BAN for health care monitoring such as: (a) WLAN devices send
sporadic data while BAN devices typically send data periodically,
(b) packet sizes are much smaller in BANs than in WLANs, and (c)
BAN devices operate on or very near the human body, which makes
radio propagation (and hence channel conditions) in BANsmarkedly
dierent from WLANs. These important dierences merit study of
power control in the specic context of BANs, which to the best of
our knowledge has not been undertaken to date.

A large body of work in power control has also targeted multi-
hop networks with the objective of enhancing throughput [16],
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increasing connectivity [17, 18] or reliability [19], and reducing
delays [20]. Joint routing, scheduling, and power control schemes
have also been proposed [21, 22]. Our work considers a single-hop
BAN where such issues do not arise. Moreover, the environment
presented by a BAN is much more dynamic than the psuedo-static
scenarios considered by these works.

More relevant to this work are existing power control schemes
that target energy savings in wireless sensor networks. The study
in reerence [23] proposes two algorithms that adapt transmission
power by exchange of information among nodes and based on
signal attenuation, while reference [24] proposes a linear prediction
model for estimating the optimal transmission power based on
measured link quality. However, these studies have targeted static
deployments (such as for environmental or structural monitoring
applications) wherein variability in wireless link quality has been
shown empirically [25, 26] to be slow. In contrast, this work
considers wearable mobile devices for which the wireless link
quality can change signicantly and rapidly since it is very
susceptible to position and orientation of the human body [27].
To the best of our knowledge, adaptive power control for body-
wearable devices has not been explored by other researchers
before.

Two recent papers make interesting observations that are
complementary to our work: the authors in reference [28]
investigate the number of dierent power levels that can be
eectively leveraged by power control algorithms in an indoor
WLAN environment. They show that, due to multipath and fading
eects, there is signicant overlap between the RSSI distributions
for nearby power levels, making them practically indistinguishable
at the receiver, and claim that as few as four power levels may suce
to make power control attractive. We leverage this fact when we
shift from the MicaZ (32 power levels) to the SensiumTM (8 power
levels). Lastly, the study in reference [29] points out that power
control by itself does not lead to signicant energy savings unless
complemented by a good MAC protocol that has low duty-cycling
of the radio. We concur with this observation and note that the
MAC protocol used in the SensiumTM platform has very low duty
cycle.
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10.3 The Case for Transmit Power Control in
Body Area Networks

We begin by empirically proling the temporal variations in the
quality of the wireless link between a body-worn device and
a xed base-station, as a patient wearing the device performs
various activities. The patient was played by the rst author. Our
experiments in this section use the MicaZ motes from Crossbow
Technologies [1], while some preliminary results that use the
Toumaz SensiumTM platform are presented in Section 10.6. In each
experiment the device was strapped around the patient’s chest,
simulating continuous monitoring of heartbeat and ECG. We also
conducted several experiments in which the device was strapped
around the patient’s arm (for monitoring blood pH and glucose); the
results were qualitatively similar and are omitted here due to lack of
space. The experiments were conducted indoors in an oce space
containing 10 cubicles. The base-stationwas placed close to one side
of the room at an elevation (atop a shelf) to provide better line-of-
sight coverage across the oce space.

The MicaZ mote operates in the 2.4 GHz frequency band and can
support a 250 Kbps data rate. It supports 32 RF output power levels,
controllable at run-time via a register; the output power (in dBm)
and corresponding energy consumption rate (in mW) for various
levels are shown in Table 10.1. Since our goal is to save energy at
the body-worn device (which typically has lower energy resources
than the base-station), our experiments involve emitting packets
periodically from the body-worn device at various power levels,

Table 10.1. Characteristics of the MicaZ CC2420 radio

Transmit level Output (dBm) Power (mW)

31 0 31.3

27 −1 29.7

23 −3 27.4

19 −5 25.0

15 −7 22.5

11 −10 20.2

7 −15 17.9

3 −25 15.3
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and measuring the link quality at the receiver (base-station). Two
metrics of link quality are available on the mote platform: received
signal strength indicator (RSSI), which is computed internally in
the radio by averaging the signal power over eight symbol periods
of the incoming packet, and link quality indicator (LQI) metric,
which measures the chip error rate for the rst eight symbols of
the incoming packet. For a static scenario, previous research [24,
30, 31] has observed LQI readings to suer from early saturation
and be relatively less stable. We conducted experiments to verify
this in a BAN scenario. Figure 10.2a,b show the RSSI and LQI as
a function of transmit power level for various scenarios of patient
distance and orientation relative to the base-station. While the RSSI
seems to show a smooth increase with transmit power, the LQI
saturates early on for several scenarios and also seems to exhibit
a large variance (shown as error-bars), which makes the readings
less reliable. Figure 10.2c,d show the RSSI and LQI as a function of

Figure 10.2. Comparison of RSSI and LQI as indicators of channel quality
in a BAN.
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the packet receive ratio (PRR) observed across several experiments.
While the RSSI seems to provide a good estimate of packet loss rates
(e.g., RSSI of −90 dBm or larger always corresponds to PRR of 95%
or more), the LQI is seen to be a much weaker indicator of PRR due
to its high variance. Our subsequent study, therefore, uses RSSI as an
indicator of channel quality.

We prole, at dierent radio transmit levels, the changes in
link quality with time as patients perform their routine activities
involving resting, moving, turning, etc. To compare link quality
at dierent power levels, we should ideally take simultaneous
measurements at all power levels, which is infeasible. As an
approximation, we make the body-worn device transmit every
packet multiple times in quick succession at 16 dierent transmit
levels 31, 29, 27, . . . 1. The receiver (base-station) can thus record,
more-or-less simultaneously, the signal strength corresponding to
each transmit level. Measurements for three scenarios are described
next.

10.3.1 Normal Walk

This scenario has the patient walking back and forth in the room for
a few minutes at a normal walking pace; the patient stays between
1 and 8 m from the base-station at all times. The body device,
strapped onto the patient’s chest, generates a packet every second
(which is not entirely unrealistic for a heartbeat/ECG monitor) and
transmits it at 16 dierent output levels. The RSSI is recorded
at the base-station for each packet at each transmit level, and
plotted in Fig. 10.3a against time for four of the transmit levels.
For any xed transmit power, the received signal strength uctuates
widely: at xed maximum transmit output (level 31 at 0 dBm), the
signal strength at the receiver changes from −64 dBm (at 34 s)
to −94 dBm (at 86 s — a change of 30 dBm under a minute.
There are nevertheless some discernible trends: for example, in the
interval 30–50 s, the received signal is consistently above −72 dBm
(at the maximum transmit level) due to the clear line-of-sight
presented by the patient walking toward the base-station, while the
subsequent interval 50–70 s exhibits RSSI below −75 dBm (again
at the maximum transmit level) due to the patient turning and
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Figure 10.3. RSSI vs. time for various patient scenarios. See also Color
Insert.

blocking the line-of-sight with his body. The question of whether
these patterns present opportunities for energy savings by adapting
transmit power will be tackled in Section 10.4.

10.3.2 Slow Walk

In this scenario, we consider a slow-moving person (such as an
elderly or a handicapped person with restrictedmobility) who takes
an exaggeratedly long time (over 6 min) to walk a distance of
3 m and back. As before, packets are transmitted every second at
several power levels, and the received signal strength at the base-
station is recorded and depicted in Fig. 10.3b. The trend in the
plot is very evident: the RSSI is fairly low for the rst half, when
the patient’s body blocks the line-of-sight between the body-worn
device and the base-station, and then rises to a perceptibly higher
value in the second part of the experiment when the patient is
walking facing the base-station (barring the last few seconds when
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the patient turns again). This scenario depicts the shortcomings of
xed transmit power: a low transmit level would result in weak
signals (and packet loss) during the rst half, while a high transmit
level would unnecessarily waste energy in the latter half. Such a
scenario, therefore, presents opportunities for saving energy by
reducing transmit power adaptivelywhen the good channel persists.

10.3.3 Resting

In this scenario, the patient sits down to rest for approximately
20 min on a chair at a distance of about 6 m from the base-
station. Fig. 10.3c plots the RSSI over the entire period, at several
transmit levels. The wireless link is found to be fairly stable when
the patient is at rest (in spite of a few other people moving around
at several points in the experiment). This is in some sense an
“ideal” environment with tremendous potential for energy savings,
particularly with patients who are resting for a major part of the
day. These energy savingswould be unattainable if the transmit level
were xed, since a xed settingwould have to cater to theworst-case
scenario of a poor channel.

Having gained an understanding of the wireless channel under
various patient activity scenarios, the next section quanties the
potential benets of adaptive transmit power control.

10.4 Optimal O-Line Transmit Power Control

To quantify the potential benets of adaptive transmit power
control, we compute what the “optimal” transmission level might be
for each of the scenarios considered before. We dene the “optimal”
as the lowest required transmit power level (as a function of time) to
achieve a minimum target RSSI. Based on our studies in Section 10.3
relating packet loss with RSSI for the MicaZ motes in a BAN setting,
we choose a conservative target RSSI of−85 dBm. The computation
of the optimal transmission level dened thus is done o-line, i.e.,
using the traces shown in the previous section. For each scenario, at
each time instant, we know the RSSI for each transmit power level,
and we can, therefore, identify the lowest transmit power at which
the signal strength at the receiver is no lower than the threshold
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of −85 dBm (if all received signal strengths are below the lower
threshold we set the transmit level to be the maximum). We note
that such a scheme is not implementable in practice, since it would
require the transmitter to have instantaneous knowledge of the RSSI
at the receiver for each choice of transmit power level, which is
infeasible given that the channel varies with time.

The optimal transmit levels, and their associated RSSI values, for
each of the three scenarios are depicted as a function of time in
Fig. 10.4. Subplot (a) shows, for the normal walk scenario, that the
optimal changes rapidly to track the rapid uctuations in channel
quality, thereby maintaining a fairly stable RSSI as shown in sub-
plot (b): for example, in the time interval 50–75 sec, the optimal
transmit level uctuates multiple times between a high of 29 and
a low of 9. Based on the energy draw for each transmit power level
(shown in Table 10.1), we can compute the energy savings of optimal
power control to be around 34%as compared to using themaximum
transmit power. However, as the rapid uctuations in the optimal
level indicates, a practical scheme is unlikely to be able to predict
the current optimal transmit level based on prior channel quality.

The optimal transmit power for a slow walk in Fig. 10.4c shows
high sensitivity to body orientation, even when the motion is very
slow. The rapid changes during the rst 200 s arise from minor
variations in the patient’s body orientation while blocking the line-
of-sight between the body-worn device and the base-station (indeed
a few packets are lost even at the highest transmit power). But
when the patient turns (at approximately 200 s), there is a clear
line-of-sight, and the wireless link is relatively stable permitting the
optimal transmit power to remain low for a considerable length of
time (more than 2 min). This indicates that if the body orientation is
favorable, periods of slow activity could be capitalized by a transmit
control scheme to save energy without compromising realiability.

When the patient is resting, the link is fairly stable and
the optimal transmit power level is near-constant as shown in
Fig. 10.4e, which permits an energy savings of over 38% compared
to maximum transmit power. It would seem the quiescent wireless
channel in this case gives ample opportunity for practical schemes
to reduce transmit power without sacricing reliability. The design
of such schemes is discussed next.
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Figure 10.4. Optimal transmit power and associated RSSI for a normal
walk, slow walk, and resting position. See also Color Insert.

10.5 Practical On-Line Transmit Power Control

The optimal transmit power control scheme above was performed
o-line and required the sender to have a priori knowledge of the
link quality at the receiver, which is infeasible in reality. This section
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develops practical algorithms that are then benchmarked against the
optimal.

A predictive approach to designing on-line schemes for power
control would require a wireless channel model for BANs. Modeling
the propagation of electromagnetic waves around the human body,
e.g., via “creepingwaves” [32], is fairly complex as it needs to account
for the permittivity and conductivity of the dierent layers of bone
and tissue in the human anatomy. Additionally, the model has to
contend with changes in orientation of the human body, mobility of
the patient, and other spatio-temporal aspects (such as room layout,
people in the vicinity, etc.). We believe such predictive models are
too complex to implement on energy-constrained wearable devices
and do not pursue them in our work.

We focus instead on reactive schemes that adjust transmit
power based on feedback from the receiver (inspired by the way
TCP adjusts its transmission rate in reaction to congestion in the
Internet). Specically, the base-station measures the RSSI for each
received packet and feeds it back to the body-worn device in
the acknowledgment packet. In this section, we assume that the
feedback information is perfect (i.e., acknowledgment packets are
never lost); this assumption will be relaxed in Section 10.6.1.

10.5.1 A Simple and Flexible Class of Schemes

At its core, any reactive power control scheme must ramp up
transmit powerwhen the channel quality deteriorates (so as to avoid
packet loss) and decrease transmit power when the channel quality
improves (in order to save energy). We propose a general class of
schemes that allow these operations to be tuned via appropriate
parameter settings.

Algorithm 10.1 depicts our class of schemes and is characterized
by four parameters: αu , αd , TL , and TH . The scheme maintains a
running average R̄ of the RSSI, computed by exponentially weighted
averaging (steps 2 and 4) of each newly obtained sample. The
averagingweight αu for a sample representing an improving channel
can, in general, be dierent from the weight αd used for a sample
representing a deteriorating channel; this gives exibility to a
scheme in reacting dierently to a perceived increase or decrease
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Algorithm 10.1 A class of power control schemes
Require: R {RSSI from the current sample}
Require: R̄ {Average RSSI}
1: if R ≤ R̄ then
2: R̄ ← αd R + (1− αd)R̄
3: else {R > R̄}
4: R̄ ← αuR + (1− αu)R̄
5: end if
6: if R̄ < TL then
7: Double the transmit power
8: else if R̄ > TH then
9: Reduce the transmit power by a constant
10: else {TL ≤ R̄ ≤ TH }
11: No action is required
12: end if

in channel quality, thereby placing dierent emphasis on energy
savings versus packet loss.

The scheme increases or reduces transmit power by comparing
the running RSSI average R̄ to lower and upper thresholds TL
and TH . Based on our previous analysis of RSSI and packet loss
(Fig. 10.2c), we believe a lower threshold TL = −85 dbm is
appropriate for the MicaZ platform. If R̄ falls below this threshold
(step 6), the transmit power is immediately doubled (step 7) to
avoid imminent packet loss in the deteriorating channel. If, on the
other hand, the average RSSI exceeds an upper threshold TH (step
8), the transmit power is reduced by a small amount (step 9). Our
experimental traces indicate that TH = −80 dBm is appropriate
for the MicaZ platform; lower values make the target RSSI range
[TL , TH ] too narrow, while larger values lead to higher transmit
power (and hence higher energy usage) than required. Readers may
note the similarity of our scheme to TCP in that the transmit power
increase ismultiplicativewhile the decrease is additive, and thus has
a clear bias toward reacting faster to a deteriorating channel than an
improving one.

The class of schemes outlined in algorithm 10.1 is fairly easy
to implement in platforms with very limited CPU and memory
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resources. It is also very exible, and the parameters αu and
αd can, in particular, be tuned for appropriate trade-o between
energy eciency and reliability. The performance of the schemes for
specic parameter settings is discussed next.

10.5.2 Example Adaptations of the General Scheme

A conservative approach to energy savings might be warranted in
applications where data loss is critical. A relatively high value αd =
0.8 could be used so that a low RSSI value triggers a rapid ramp-
up in transmit power, while keeping αu = 0.2 low so that transmit
power is reduced cautiously when good channel conditions prevail.
Applications in which energy is at a high premium and data loss is
not as critical may adopt an aggressive strategy with a high αu = 0.8
that reacts quickly to improvements in channel conditions while
setting αd = 0.2 so that a transient bad channel is ignored. A
balanced approach that equally values energy savings and packet
loss may place equal emphasis on whether the channel is getting
better or worse by setting αu = αd = α = 0.8.

We tested the ecacy of the conservative, aggressive, and
balanced schemes as described above on the trace data for the
three scenarios described earlier. The transmitter is assumed to
know the RSSI for each transmitted packet via feedback from the
receiver; it performs the exponential averaging using the parameters
listed for each scheme, and chooses an appropriate transmit power
level for the subsequent packet transmission. Figure 10.5 shows
the transmit power level and the corresponding RSSI for each of
the three schemes for each scenario. The average power draw per
packet, as well as packet loss rates, for each of the schemes under
the dierent scenarios is summarized in Table 10.2.

For normal walk, Fig. 10.5a shows that all schemes exhibit
considerable uctuation in their transmit power, since the channel
varies quite rapidly. The conservative scheme yields good link
reliability (only 1.4% loss) but has high energy usage (30.58%
above optimal), while the aggressive scheme yields good energy
savings (5.73% within optimal) by sacricing link quality (9.6%
packet loss). As one might expect, the energy usage and packet loss
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Figure 10.5. Transmit power and RSSI under conservative, balanced, and
aggressive schemes for various scenarios.

under the balanced scheme are between those of the conservative
and aggressive.

For the slow walk scenario, Fig. 10.5 shows the aggressive
scheme to be fairly stable in the interval 210–350 s when the
patient is walking slowly facing the base-station, whereas the
conservative scheme shows some uctuations in that region. Again,
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Table 10.2. Power draw averaged across packets, and loss rate, for various
power control schemes

Normal Walk SlowWalk Resting

power loss power loss power loss

Scheme (mW) (%) (mW) (%) (mW) (%)

Maximum 31.32 0 31.32 1.2 31.32 0

Optimal 20.60 0 20.74 1.2 22.35 0

Conservative 26.90 1.4 25.52 2.18 24.36 0.08

Balanced 25.15 3.85 24.11 3.85 24.22 0.16

Aggressive 21.78 9.6 21.96 7.28 23.74 0.32

the conservative scheme uses 16.21% more energy than the
aggressive scheme, but has a packet loss rate much lower than
the aggressive scheme, showing that energy and reliability can be
traded-o in our schemes by choosing parameters appropriately. As
before, the balanced scheme lies between the other two in both its
metrics.

The transmit level under the three schemes for the resting
scenario, shown in Fig. 10.5e, is fairly stable, barring some rogue
glitches in the link quality (e.g., at 905 s) that the conservative
scheme over reacts to. The energy savings, as well as the packet
loss ratios, are comparable under all three schemes, indicating that
under quiescent channel conditions the parameter settings do not
inuence the algorithm performance signicantly.

10.5.3 Tuning the Parameters

In this section, we undertake a more detailed study of the impact
of the algorithm parameters αu and αd on the performance of
our class of schemes. We conducted several experiments in which
the patient is fairly active, since the parameters have a larger
impact on energy and loss under such scenarios. Figure 10.6
plots the energy consumption (left column) and packet loss (right
column) of our scheme for various parameters settings for a
representative scenario. Figures 10.6a,b show that for any xed αd ,
the energy consumption falls monotonically with αu: this is because
a larger αu makes the scheme react faster to an improving channel,
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Figure 10.6. Energy consumption and packet loss for various parameter
settings.

thereby reducing transmit power to save energy. When αu is held
constant and αd increases, the scheme reacts more quickly to a
degrading channel, and the packet loss rate diminishes (Fig. 10.6d)
at the expense of increased energy consumption (Fig. 10.6c). The
plots show clearly that increasing αu pulls the algorithm in the
direction favoring energy savings, while increasing αd pulls it toward
reliability— these opposite trends justifying our decision to devise a
schemewith two separate α values. For a balanced scheme that uses
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αu = αd = α, Fig. 10.6e,f show that a scheme that is very reactive
to both good and bad channel conditions (i.e., high α) improves loss
performance as expected, but incurs a penalty in terms of slightly
increased energy usage.

An interesting question concerns the optimization of the para-
meters for a given operating scenario. For the trace considered in
this section, we found that (αu = 1.0,αd = 0.3) yields maximum
energy savings when the loss budget is high at 15%, implying that
the ramp-down in transmit power should be immediate while a
ramp-up happens slowly over several poor RSSI samples. When the
loss margin is stringent at 5%, energy savings are maximized for
(αu = 0.8,αd = 1.0), i.e., the scheme should react immediately to
a degrading channel and relatively slowly to an improving channel.
Though the optimal settings obtained here do not transfer directly
to other scenarios, they provide insight which could conceivably be
used by a system to adjust the parameters at run-time based on
application requirements and operating conditions.

10.6 Prototyping and Experimentation

This section reports on a real-time implementation of our power
control schemes on a MicaZ mote-based testbed, as well as
preliminary experiments on the Toumaz SensiumTM platform.

10.6.1 MicaZ Mote Platform

The previous section evaluated the performance of the transmit
power control schemes using trace data wherein the sender (body-
worn device) is assumed to know the RSSI at the receiver (base-
station) for each of the packets it has thus far transmitted. In
a real operational setting, such feedback information would be
contained in acknowledgment packets (from the receiver to the
sender), which may also experience loss. This section undertakes a
real-time implementation of our scheme on body-wornMicaZmotes
to evaluate the ecacy of our power control schemeunder imperfect
feedback.We note that the base-station is assumed to have abundant
energy reserves and does not implement power control, always
using the highest power level for transmitting acknowledgments.
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Figure 10.7. Transmit power and associated RSSI for real-time implemen-
tation of balanced scheme on the MicaZ platform.

The implementation performs exactly the steps shown in
algorithm 10.1, with the additional step that if an acknowledgment
is not received for a transmitted packet, the RSSI for that sample
is taken to be −100 dBm (thereby signaling a bad channel to the
algorithm). We present results with balanced parameter setting
αu = αd = α = 0.8 for a scenario where the patient undertakes
amix of walking and resting. Figure 10.7a shows the transmit power
level under our scheme and Fig. 10.7b the corresponding RSSI. Our
scheme performs quite well, yielding average energy consumption
rate per packet of 20.23 mW (a 35.4% savings in energy compared
to using maximum transmit power), and packet loss rate of 3.8%.
Unfortunately, there is no way to benchmark this result (recall that
computing the optimal requires a trace that includes the RSSI for
all power levels at all times), but a careful look at the plots will
show regions where the RSSI is high and yet the transmit power is
not reduced, for example in the interval (410,420) s. It was found
that several acknowledgment packets were lost in this interval (the
overall acknowledgment loss rate for this scenario was 11.82%),
and the absence of feedback information forced our scheme to use
a higher transmit power level than would have been necessary
with perfect feedback. High acknowledgment loss rates arising from
asymmetric link qualities can have a negative impact on the ecacy
of feedback-based power control schemes andmerit deeper study in
future work.
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10.6.2 Toumaz SensiumTM Platform

A major goal of this project is to evaluate the costs and benets of
adaptive power control in the real-world continuous healthmonitor-
ing platform being developed by Toumaz Technology. Unfortunately,
the digital plaster (which includes the SensiumTM chip, printed
battery, etched antenna, and water-protective covering) is still in the
packaging process; so we present here preliminary results obtained
from using a SensiumTM chip mounted on a development board
strapped to the patient’s chest, as preliminary indicators on the
feasibility and benets of adaptive transmit power control in the
SensiumTM platform.

The hardware-optimized design of the SensiumTM presented
several constraints in our experimentation: (i) the radio has only
eight transmit power levels (unlike 32 in the MicaZ radio), and
the energy savings are upper-bounded at 35% due to the limited
transmission power range (Table 10.3a), (ii) the RSSI readout is
only 3 bits (compared to 8 bits in the MicaZ), which gives only
a coarse estimate of the RSSI (Table 10.3b), (iii) a sleep time of
at least 1 s is imposed between successive packet transmissions
(for energy eciency), which restricts our ability to sample the
channel at various transmit power levels without substantial change
in patient position/orientation, (iv) the RSSI feedback from receiver
to sender requires software modication of the acknowledgment
packets, which introduces a 1 s lag in the feedback. These limitations
not withstanding, we believe there is great value in experimenting

Table 10.3. SensiumTM Radio transmit and receive characteristics (a)
Transmit Characteristics (b) Receive Characteristics

Tx level output (dBm) power (mW)

7 −6 2.8 7 > −35
6 −7 2.7 6 −46 to−35
5 −9 2.6 5 −52 to−46
4 −10 2.5 4 −58 to−52
3 −12 2.4 3 −64 to−58
2 −15 2.2 2 −70 to−64
1 −18 2.0 1 −76 to−70
0 −22 1.8 0 < −76
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Figure 10.8. RSSI vs. time using the SensiumTM platform. See also Color
Insert.

with this real-world wearable device, and these limitations can be
addressed in subsequent revisions of the SensiumTM hardware.

As with the motes, we strap the SensiumTM to the patient’s chest
and make it transmit a packet every second, cycling through the
eight available power levels, while the RSSI is recorded at the base-
station. A 10 min extract of the recorded RSSI at various transmit
power levels is shown in Fig. 10.8; in this scenario, the patient
is walking back and forth in the interval 30–80 s, during which
period the RSSI uctuates rapidly, while in the intervals 280–380
s and 420–470 s the patient is stationary (facing away and toward
the base-station, respectively) and the RSSI is stable. This conrms
that the body area wireless channel presents signicant temporal
uctuations in the 862–870 MHz frequency range (much like the
2.4 GHz range of the MicaZ radio), and xed transmit power is
suboptimal.

For the above trace, we compute o-line the optimal transmis-
sion power schedule for desired RSSI level of 3 (corresponding
to the range −64 to −58 dBm). Figure 10.9 shows the optimal
transmit power level (at the sender) and the corresponding RSSI
level (at the receiver) and clearly depicts that the transmit power
level can be reduced during quiescent periods such as 420–470 s,
while preserving reliability during periods when channel conditions
are poor. For this scenario, optimal transmit power control uses
14.63% less energy than xed maximum transmit power, which
is a signicant saving for this severely energy-constrained device.
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Figure 10.9. Optimal transmit power and associated RSSI for the
SensiumTM.

Further results from our testing on the SensiumTM platform are
reported in our subsequent work [33].

10.7 Conclusions and Future Work

This chapter outlines the potential benets and limitations of
adaptive radio transmit power control as a means of saving
precious energy in body-wearable sensor devices used for medical
monitoring. We experimentally proled the radio channel quality
under dierent scenarios of patient activity and showed that xed
transmit power either wastes energy or sacrices reliability. We
then quantied the theoretical benets of adaptive transmit power
control and showed that across dierent scenarios it can save nearly
35% energy without compromising reliability. We then developed
a general class of practical power control schemes suitable for
BANs, and showed specic instances that save 14–30% energy
(as compared to using maximum transmit power) in exchange
for 1–10% packet losses. We demonstrated that the adjustment
of parameters allow our schemes to achieve dierent trade-os
between energy savings and reliability, making them suitable across
diverse applications in dierent operating conditions. Finally, we
demonstrated that a real-time implementation of our scheme on
the MicaZ mote-based platform is eective even in the presence
of imperfect feedback information and presented preliminary
experimental results indicating the potential for saving precious
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energy in Toumaz’s real-world platform for continuous health care
monitoring.

Our work on dynamic power control in BANs, summarized in
this chapter from our publications [33–35], can be extended in
several ways. There is much further study required in exploring its
potential for specic health monitoring environments (e.g., critical
care in hospitals, aged care, athlete monitoring, etc.) which have
dierent characteristics in terms of patient mobility, periodicity, and
criticality of collected data. There is also scope for more extensive
experimentation with truly wearable health monitoring devices
used by real patients.
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The modeling of wireless channels in body-centric communication
systems is of paramount importance when designing antennas,
protocols, and wireless transceiver hardware. In this chapter, we
briey introduce the concept of on-body, o -body, and body-to-body
communication channels.We then focus specically on themodeling
of narrowband on-body communication channels, which are an
integral part of today’s wireless body area networks (WBANs).
As well as identifying the factors responsible for shaping fading
characteristics in narrowbandWBAN systems, we discuss a number
of themodels commonly used to describe therst- and second-order
characteristics of amplitude distribution. The Akaike Information
Criterion is introduced as a method of ranking competing channel
models, and a worked example is provided to step the reader
through the modeling process, as well as providing information on
how to simulate the channels. The chapter then concludes with
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comments on the validity of the analysis presented, especially in the
case of non-isotropic signal reception.

11.1 Introduction to Body-Centric Communications

Recent commercial interest in body-centric communications, wire-
less systems that are designed to operate in close proximity to
the human body, has meant that antennas and propagation have
become important focal points for research. Study in these areas
will help to develop new and innovative solutions and systems
geared toward applications in the consumer, medical, and military
sectors. For example, requirements for specialist mobile health care
have helped to fuel a revolution in body sensor network (BSN)
technology, where networks of miniaturized wearable sensors
with wireless functionality are attached to the human body and
congured to monitor life vital signs such as body temperature,
electrocardiography, and motor activity. Other recent popular uses
of WBAN technology include data exchange between body-worn
cellular devices and wireless headsets, and recreational sports
monitoring.

At present, there are two general areas of body-centric com-
munication channel research, broadly categorized as on-body and
o-body channels. In on-body channels, such as those found in
WBANs, internetworked devices positioned on the human body
will typically use over-the-body surface propagation channels to
communicate as shown in Fig. 11.1. At ultra-high frequency (UHF)
and microwave frequencies, these wireless links are often formed
using on-body surface waves and signal components reected,
diracted, and scattered from other body parts. It should be noted
that some links may also utilize free-space propagation (e.g., waist
to wrist, etc.) as well as environmental multipath propagation
whereby signal transmissions from an on-body node are returned
toward the body from the local surroundings. Depending on network
topology, some WBAN applications may employ a single body-
worn master node for central processing of data and for onward
transmission of this information across other wireless networks
(e.g., Wi-Fi, Bluetooth, and cellular) using o-body communications
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Figure 11.1. Overview of on-body, o-body, and body-to-body
communications. See also Color Insert.

(Fig. 11.1). An emerging type of body-centric communications,
which also utilizes o-body communications, is body-to-body
networking. Body-to-body channels, such as those found in body-to-
body networks (BBNs), occurwhen awireless device situated on one
person is communicating with a wireless device situated on another
person.

Much of the current research focus for WBAN applications is
centered on the unlicensed industrial, scientic, and medical (ISM)
bands at 868 MHz, 915 MHz, and 2.45 GHz. In this chapter, we
will focus on narrowband on-body channels at these frequencies.
The interested reader is directed to the following references
and those contained therein for channel studies on ultra-wideband
(UWB) WBANs [1], the use of diversity in WBANs [2–4], and
multiple-inputmultiple-outputWBAN systems [5]. Thosewishing to
learnmore about o-body and body-to-body channel characteristics
are directed to the following references for narrowband o-body
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[6], UWB o-body [7], narrowband and diversity in body-to-body
[8] and wideband body-to-body [9]. In the future, millimeter-
wave frequencies, such as the world-wide unlicensed spectrum
allocations at 60 GHz, will undoubtedly be adopted for high-
bandwidth applications. While the propagation characteristics in
these bands are dicult with severe blocking by almost all building
materials, furniture, and other objects, these same eects can
be used to the advantage of the system designer. For example,
the limited propagation at millimeter-wave frequencies can be
used to mitigate against potential signal-to-interference problems
associated with high densities of co-locatedWBAN users [10]. Other
advantages of millimeter-wave operation include the opportunities
for device miniaturization and the capacity benets associated with
short-range spatial spectrum reuse.

11.2 Channel Modeling for Wireless Body Area Networks

Wearable wireless devices for WBANs are required to be compact,
lightweight, robust, unobtrusive to the user, and usually feature
antennas mounted conformal to or in extremely close proximity
to the body surface. These requirements must be met while still
maintaining a high level of performance, reliability, and eciency.
Clearly, this will introduce design challenges at all layers in the
protocol stack, but physical layer characteristics are known to be
the limiting factor in the performance of body-centric wireless
communication systems.

A key discriminator between body-centric systems and tra-
ditional mobile communications is the unique time- and space-
varying propagation characteristics encountered. This is in part
due to the human body itself, which is an extremely complex
operating environment. Body-worn wireless devices are prone to
antenna-body interaction eects, which include near-eld coupling,
radiation pattern distortion, and shifts in antenna impedance, which
may degrade the eciency of the body-worn system and reduce
signal reliability [11]. Because the body acts as its own frame of
reference, body-centric communication channels are susceptible
to time-varying, received signal characteristics, which may range
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from quasi-periodic to completely stochastic depending on the
person’s current physical state. The electromagnetic problem is
made even more dicult to analyze as signal reception in body-
centric systems may range from isotropic to strongly nonisotropic
[12], depending on the degree of body shadowing, attenuation of
the on-body creeping wave [13] (if present), and the nature of
the local surroundings. Within cluttered multipath environments,
inhomogeneous, irregularly spaced dielectric structures, including
nearby pedestrians, also cause the signal to undergo reection,
diraction, scattering, and absorption in varying degrees, creating
a spatially distributed electromagnetic eld.

To further complicate the analysis of WBAN systems, the
magnitude of each of these factors will also be dependent on the
geometry of the on-body communication link, i.e., where nodes
are positioned on the body relative to one another. This eect is
demonstrated by the time series shown in Fig. 11.2, which shows
the signal received by nodes positioned on the right ankle and elbow
(as shown in Fig. 11.1) while the user was performing walking
movements in an anechoic environment. While it may be possible

Figure 11.2. Comparison of waist-to-ankle and waist-to-elbow on-body
channels at 2.45 GHz while the user was walking within an anechoic
environment. The measurement scenario and setup are described in
reference [12].


